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ABSTRACT

Real blind source separation scenarios are rarely “square” (have equal number of sources as the number of sensors). On the contrary, situations constantly vary between the so called “degenerate” case (more sources than sensors) and the over specified case (less sources than sensors). By being able to deal evenly with such cases and with the presence of noise, the present blind source separation approach opens the door to audio source separation in realistic scenarios. We consider an additive noise mixing model with an arbitrary number of sensors and possibly more sources than sensors, where sources are disjointly orthogonal, i.e. they have mutually disjoint supports of the windowed Fourier transform. The approach estimates the model in the presence of noise under the direct-path far-field assumptions by maximum likelihood. We present the relationship between our solution and classical superdirective beamformers. The implementation of the derived criterion essentially iterates two steps: (1) partitioning of the time-frequency plane for separation, and (2) optimization of the mixing parameter estimates. The solution is applicable to an arbitrary number of microphones and sources, with no prior knowledge about the sources. Experimentally, we showed the capability of the technique to separate four voices from two, four, six and eight channel recordings in the presence of noise.

1. INTRODUCTION

Source separation promises to further a variety of applications of speech enhancement and separation beyond what is possible today with classical microphone array techniques [1]. In particular for audio signals, variety of BSS techniques have been introduced in recent years. Few work on real audio data (e.g. [2, 3, 4]), even fewer address the noisy case [5], and most deal with the “square” scenario of source separation, i.e. equal number of sources and sensors. Claims of generalization to the non-square case exist, however most often it is not clear how techniques would scale, neither from an algorithmic perspective nor in terms of computational properties.

In this paper we present a novel approach to blind source separation (BSS) exploiting time-frequency (TF) properties of the input data and of the noise, which are readily applied to speech separation on two, four, and six channels. For this, we extend the maximum likelihood (ML) estimators derived under the W-disjoint orthogonality assumption in [6]. The ML approach considers both mixing parameters and sources, unlike in [4] where the optimization was over mixing parameters only. We analyze the source and parameter estimators of our model defined below when noise comes from an isotropic diffuse noise field, as studied in differential microphone array literature [1].

2. MIXING MODEL

2.1. Assumptions

Consider the measurements of $L$ source signals by a $D$-sensors under far-field assumption where only the direct path is present, where the attenuation and delay parameters of the first mixture $x_1(t)$ are absorbed into the definition of the sources:

$$x_1(t) = \sum_{l=1}^{D} a_l x_l(t) + n_1(t)$$

$$x_2(t) = \sum_{l=1}^{D} a_l x_l(t) + n_2(t), \quad 2 \leq k \leq D \quad (1)$$

where $n_1, \ldots, n_D$ are the sensor noises, and $(a_l; \tau_l)$ are average attenuation and delay parameters of source $l$ to sensor array.

We denote by $X_d(k, \omega)$, $S_d(k, \omega)$, $N_d(k, \omega)$ the short-time Fourier transform of signals $x_d(t)$, $s_d(t)$, and $n_d(t)$, respectively, with respect to a window $W(t)$, where $k$ is the frame index, and $\omega$ the frequency index. Then the mixing model (1) becomes

$$X(k, \omega) = \sum_{l=1}^{D} Z_l(\omega) S_l(k, \omega) + N(k, \omega) \quad (2)$$

with

$$z_1(\omega) = [1 - \beta_1(\omega)] \cdots [1 - \beta_D(\omega)] \quad (3)$$

and $X, N$ the $D$-vectors of measurements, respectively noises. We assume the noise is Gaussian distributed with a covariance matrix of the form

$$R_n = \sigma^2 \Gamma_n \quad (4)$$

where $\sigma^2$ is the average noise field spectral power, and $\Gamma_n$ the coherence matrix. The uncorrelated noise field is characterized by the identity matrix,

$$\Gamma_n = I_D \quad (5)$$

whereas the isotropic, diffuse noise field has the coherence matrix given in [1].

2.2. BSS Problem

Given measurements $\{x_1(t), \ldots, x_D(t)\} \in \mathbb{C}^{L \times T}$ of the system (1) we want to determine the ML estimates of the mixing parameters $(a_l, \tau_l)_{1 \leq l \leq L}$ and the source signals $(s_1(t), \ldots, s_L(t))_{1 \leq l \leq L}$ in the presence of isotropic diffuse noise. When the number of sources is greater than the number of mixtures the problem is degenerate. In order to solve this we rely on a sparseness assumption, $W$-disjoint orthogonality [7]. L sources are called $W$-disjoint orthogonal, for a given windowing function $W(t)$, if the supports of the windowed Fourier transforms satisfy:

$$S_i(k, \omega) S_j(k, \omega) = 0, \forall 1 \leq i \neq j \leq L, \forall k, \omega \quad (6)$$
3. THE MAXIMUM LIKELIHOOD ESTIMATOR OF SIGNAL AND MIXING PARAMETERS

Source signals naturally partition the time-frequency plane into \( L \) disjoint subsets \( \Omega_1, \ldots, \Omega_L \), where each source signal is non-zero (i.e. active). Thus the signals are given by the collection \( \Omega_1, \ldots, \Omega_L \) and one complex variable \( S \) that defines the active signal:

\[
S_i(k, \omega) = \hat{S}(k, \omega) 1_{\Omega_i}(k, \omega)
\]  

(7)

Let the model parameters \( \theta \) consist of the mixing parameters \( \{a_{i}, \pi_{i}\} \), \( 1 \leq i \leq L \), the partition \( \{\Omega_i\}_{1 \leq i \leq L} \) and \( S \). Based on equations \( 2 \) and \( 4 \), its likelihood and maximum log-likelihood estimator are given by:

\[
\ell(\theta) = \prod_{k,\omega} \prod_{i < \omega} |a_{i,k,\omega}| \prod_{i < \omega} \exp\left\{ - \frac{1}{2} |\mathbf{Y}_i(k, \omega) - \mathbf{W}_i(k, \omega)|^2 \right\}
\]

(8)

where \( \mathbf{Y}_i(k, \omega) = X(k, \omega) - Z(\omega) S_i(k, \omega) \). For any partition \( \{\Omega_1, \ldots, \Omega_L\} \) we define the selection map \( \Sigma : \text{TF-plane} \rightarrow \{1, \ldots, L\} \). \( \Sigma(k, \omega) = i \) iff \( (k, \omega) \in \Omega_i \). Clearly \( \Sigma \) defines a unique partition. Optimizing over \( S \) in (8) we obtain

\[
\hat{S}_{ML} = \frac{Z \Gamma \Sigma^{-1} X}{Z \Gamma \Sigma^{-1} Z}
\]  

(9)

where \( l = \Sigma(k, \omega) \). Let us denote by \( A = \{a_{i}, \pi_{i}\} \), \( 1 < L \) the mixing parameters. Inserting (9) into (8), the optimization problem reduces to:

\[
\hat{A} = \arg\max_{A, \Sigma} f(A, \Sigma)
\]  

(10)

where:

\[
J(A, \Sigma) = \sum_{(k, \omega)} \frac{|Z_\Sigma(k, \omega) \Gamma_\Sigma^{-1} X(k, \omega)|^2}{Z_\Sigma(k, \omega) \Gamma_\Sigma^{-1} Z_\Sigma(k, \omega)}
\]  

(11)

Note the criterion to maximize depends on a set of continuous parameters \( A \), and a selection map \( \Sigma \). The optimization is done in two steps: first the optimization over the continuous parameters, and then the optimization over the selection map (or, equivalently, the partition). Such a procedure is iterated until the criterion reaches a saturation floor. Because the criterion is bounded above, we are guaranteed it will converge. A description of the solution is provided in [8].

4. BSS VS. MICROPHONE ARRAY SOLUTION

The problem of “enhancement” of one source of speech could be also dealt with by means of classical beamforming theory. For instance, one can search for the optimal filter \( H \) in \( Y = HX \) that maximizes the signal-to-noise-ratio at the output:

\[
\hat{H} = \arg\max_{H} \frac{E\{HZ|Z|^2\}}{E\{HN^*H\}}
\]  

(12)

It turns out that the solution can be obtained in closed form as follows:

\[
\hat{S}_{BF} = \frac{Z \Gamma^{-1} X}{Z \Gamma^{-1} Z}
\]  

(13)

Contrast equation 12 and the solution to the blind source separation problem 9. Apparently there are few differences although the two solutions have been obtained using different assumptions and criteria. However, a closer inspection shows big differences and explains how the BSS problem is actually solved. The ML BSS solution proposes a simultaneous alignment (i.e. beamforming-like) of the signals and TF source separation. We can talk about beamforming being performed in one consistent way only for time-frequency points given by one partition of \( \Sigma \). At the same time, \( \Sigma \) gives the set of “spatial directions” for multiple source enhancement. Formally, the solution 9 shows that once the mixing parameters have been estimated, we apply two independent linear filters. One linear filter is across the spatial channels \( (9) \) and performs a beamforming in order to reduce the output noise. The other \( (7) \) is across time-frequency domain and solves the source separation problem by selecting those time-frequency points where, by our W-disjoint orthogonality assumption, only one source is active.

5. CONCLUSIONS

By being able to deal with cases of diffuse noise and more sources than the number of microphones, the present source separation approach opens the door to audio source separation in realistic scenarios. For more details on the technique and a detailed presentation of experimental results with this algorithm the reader is referred to [8]. The resulting algorithm exhibits source separation power and scaling properties both algorithmically (in the number of inputs: we used two, four, six, and eight microphone linear arrays) and experimentally (separation power increases on echoic data with an increase in the number of inputs). In this paper we additionally contrasted the BSS solution obtained with that of a superdirective microphone array optimizing output signal-to-noise-ratio.
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