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Introduction

Most of today’s interactive application systems aim at simulating an accurate representation of the real world by focusing on the (arguably) most important human sense, vision. Auditory stimuli are used in these systems to enhance the overall impression of realism. Still, the stimuli of the two modalities are rendered and presented mostly independently from the other modality. The level of detail in the respective (visual or auditory) simulation is kept as high as possible with regard to computing power available, independently from the level of detail in the other modality and independently from the user’s current focus.

This approach apparently contradicts our real world experiences. In the real world, we experience a simultaneous stimulation of all our senses, providing us with a wealth of information about objects surrounding us. We deliberately or not choose the object or event which is of most interest to us, and perceive its characteristics multi-modally. Yet, not all stimuli that are perceived by our senses are equally important in the generation of an overall impression. Depending on a number of factors our perceptual processor subconsciously selects those stimuli that are important - and downgrades or completely discards others of less importance.

Saliency

Unfortunately, these factors and the related selection mechanisms are not fully understood. Yet, if it was possible to provide a salience model describing what the importance of all singular percepts in a multi-modal perceptual situation is, then we could design audiovisual application systems in such a way that they offered an optimum quality / cost ratio.

A salience model would thus mainly identify (and ideally quantify) the influence factors that control the level of saliency of the perceived objects contained in audiovisual presentations. For this it is necessary to get away from a generalized salience model. A generalized salience model would be too complex and the influence factors too manifold to cope with at this state of knowledge. Instead, it is reasonable to focus on a salience model valid for a singular, well-defined application scenario only. Here, a salience model for interactive audiovisual applications of moderate complexity, e.g. like those that are enabled by the MPEG-4 standard (ISO/IEC 14496, [1]), is introduced.

Experimental Results

A number of subjective assessments have been performed to verify these factors that were previously identified for a typical prototype reproduction setup of interactive audiovisual content. This exemplary setup makes use of a large projecting screen, a multichannel loudspeaker setup and real-time room-acoustic simulation rendered on a standard PC. The results of these experiments reveal a number of interesting points:

1. The first two assessments [2, 3] focused on a possible reduction of algorithmic complexity for the bimodal case compared to the unimodal case. The simplifications assessed were directly related to the computational load that the real-time rendering of audio imposes on the processor. It has been shown that the number of loudspeakers necessary in interactive audiovisual application systems of moderate complexity using a VBAP panning approach depends on the content itself. As a rule of thumb, the well-known five-channel setup defined in ITU-R BS.775 [4] is suitable for such systems. The Perceptual Approach algorithm as specified in MPEG-4 Scene Description [5] can be simplified to use only four internal workchannels without degrading the overall perceived quality in the audiovisual context.

2. The next three assessments [6, 7, 8] focused on the effect that user interaction with the audiovisual application or scene might have on the perceived overall quality. Here the general assumption was that by offering an attractive interactive content or by assigning the user a challenging task, the user would become more involved and thus experience a subjectively higher overall quality. As the results of the experiments show, this is not generally the case. However, when both task and main varying (or salient) quality attribute were located in the same modality, such an effect could be substantiated. Apparently, inner-modal influence is significantly greater than cross-modal influence. This is also suggested by the common theories of capacity limits in human attention.

3. The last assessment [9] showed that a cross-modal influence of interaction is possible when stimuli and interaction are carefully balanced. Yet, at this time it is not possible to determine or quantify that balance a priori.

Salience Model

However, some of the influence factors that contribute to this balance have been identified in a salience model
for interactive audiovisual applications of moderate complexity, see fig. 1. They can be grouped into three categories: influence factors (IFs) of level 1 (related to the generation of stimuli), IFs of level 2 (related to the physical perception of stimuli / the physiology of the user), and IFs of level 3 (related to the processing and interpretation of the perceived stimuli).

The salience model describes that sensory perception and cognitive processing are influencing each other: a percept that calls the attention of the cognitive processor will be shifted more toward the focus of the next Perceptual Cycle, a concept that has been introduced by Neisser [10]. Thus, sensory perception is to a certain degree under control of cognitive processing.

The cognitive processing results both in a (physical) reaction and a quality impression. It can be assumed that reaction and quality impression are correlated to each other because they are created based on the same processing. Attempts should be made to describe this relationship in more detail, e.g. by analyzing the user’s physical reaction.

Although interaction does not generally increase the degree of perceived quality, it is a good indicator of the user’s current focus of attention: as interaction requires attention, the user’s current focus can be deduced by analyzing his input to the system. This could help in further evolving the suggested salience model.
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