Frequency-dependent speaker detection using a microphone array
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Abstract
In this paper we propose a method to determine the active speaker for each time-frequency point in the noisy signals of a microphone array. This detection is based on a statistical model where the speech signals as well as noise signals are assumed to be multivariate Gaussian random variables in the Fourier domain. Based on this model we derive a maximum-likelihood detector for the active speaker. The decision is based on the a posteriori signal to noise ratio (SNR) of a speaker dependent max-SNR beamformer.

Introduction
Many speech processing systems require a voice activity detection (VAD), e.g. for noise reduction, speech coding or automatic speech recognition. However, many VAD algorithms assume that there is only a single speech source [1, 2, 3, 4]. In order to support multiple speakers it is desirable to distinguish different speakers if speech activity is detected [5, 6, 7]. In this work we propose a method to detect the active speaker for each time-frequency point, where each speaker is associated with a speaker dependent max-SNR beamformer. The proposed detector produces a binary time-frequency mask for each speaker that indicates speaker activity.

Binary time-frequency masking is useful for source separation of speech signals. Furthermore, time-frequency masking can be used to improve the parameter estimation, e.g. to estimate speaker dependent beamformer coefficients. For instance, in [8] the DUET algorithm was presented which can separate several speech sources based on two microphone signals provided the short-time Fourier transforms of the sources do not overlap. However, the DUET algorithm assumes a noise free and anechoic environment which is not appropriate in many practical situations. In [9] a two-stage algorithm based on independent component analysis (ICA) was proposed. The independent component analysis is first employed in each frequency bin and then time-frequency masking is used to improve the performance. This algorithm is suitable for reverberant environments provided that the sources are close to the microphones. A similar concept was presented in [10].

In this paper we present a speaker detector that is based on a statistical model of the signals in the frequency domain using the short-time Fourier transform. We assume that in the Fourier domain the speech signals as well as noise signals are multivariate Gaussian random variables [11, 12, 13, 4]. Based on this model we derive a maximum-likelihood detector for the active speaker. The decision is based on the a posteriori signal to noise ratio (SNR) of a max-SNR beamformer, where each speaker is associated with a speaker dependent beamformer. This method requires estimates of the a priori SNR at the output of the max-SNR beamformer, which can be obtained using a decision-directed approach.

The paper is organized as follows: In section , we introduce notation. The proposed detection method is presented in section . In section some simulation results are presented, where we use the speaker detection to suppress interference.

Notation
Throughout the paper we use the following notation. We denote the trace and the determinant of a matrix \( A \) by \( \text{tr}(A) \) and \( \text{det}(A) \), respectively. The transpose and Hermitian transpose are denoted by \( A^T \) and \( A^\dagger \). \( I \) denotes an \( M \times M \) identity matrix.

We assume a microphone array with \( M \) microphones and two active speakers. The microphone signals can be expressed in the frequency domain as

\[
Y_i(\kappa, \nu) = S_i^{(1)}(\kappa, \nu) + S_i^{(2)}(\kappa, \nu) + N_i(\kappa, \nu),
\]

where \( Y_i(\kappa, \nu) \), \( S_i^{(1)}(\kappa, \nu) \), \( S_i^{(2)}(\kappa, \nu) \), and \( N_i(\kappa, \nu) \) denote short-time spectra. \( S_i^{(1)}(\kappa, \nu) \) is the speech component of the first speaker, \( S_i^{(2)}(\kappa, \nu) \) the speech component of the second speaker, and \( N_i(\kappa, \nu) \) the noise component of the \( i \)th microphone signal. The subsampled time index and the frequency bin index are denoted by \( \kappa \) and \( \nu \), respectively. However, the dependencies on \( \kappa \) and \( \nu \) are often omitted for simplicity. We can define the \( M \)-dimensional vectors \( S^{(1)} \), \( S^{(2)} \), \( N \), and \( Y \), in which the signals are stacked as follows:

\[
S_1 = [S_1^{(1)} \ S_2^{(1)} \ \cdots \ S_M^{(1)}]^T \quad (2)
\]

\[
S_2 = [S_1^{(2)} \ S_2^{(2)} \ \cdots \ S_M^{(2)}]^T \quad (3)
\]

\[
N = [N_1 \ N_2 \ \cdots \ N_M]^T \quad (4)
\]

\[
Y = S_1 + S_2 + N. \quad (5)
\]

\[
R^{(1)}_S = \mathbb{E}\left\{S_i S_i^\dagger\right\}
\]
denotes the speech correlation matrix for the first speaker. \( R^{(2)}_S = \mathbb{E}\left\{S_2 S_2^\dagger\right\} \) is the speech correlation matrix of the second speaker and \( R_N = \mathbb{E}\left\{NN^\dagger\right\} \) is the spatial noise correlation matrix, where \( \mathbb{E}\{\cdot\} \) denotes the expectation operator. We assume that the speech signals are zero-mean random processes with PSD \( \phi^{(1)}_S \) and \( \phi^{(2)}_S \), respectively. For a time-invariant acoustic system, the correlation matrices of the
speech signals can be written as
\[ R^{(1)}_S = E \left\{ S_1 S_1^\dagger \right\} = \phi^{(1)}_X A_1 A_1^\dagger \]
\[ R^{(2)}_S = E \left\{ S_2 S_2^\dagger \right\} = \phi^{(2)}_X A_2 A_2^\dagger \]
(6)
where \( A_1 \) and \( A_2 \) denote the vectors of channel coefficients.

Speaker detection
In this section we derive a detector for the active speaker. We assume that the speech signals are sparse, i.e. that only one speaker is active for each time-frequency point [8]. Speech activity can be detected with a time-frequency dependent VAD [3, 4]. According to the multichannel signal model we can distinguish between the two hypotheses \( H_1 \) (the first speaker is active)
\[ Y = S_1 + N \]
and \( H_2 \) (the second speaker is active)
\[ Y = S_2 + N \]
(7)
(8)
The speech and noise components are assumed as multivariate Gaussian random variables, where the real and imaginary parts of all signals are uncorrelated and identically distributed. Hence the conditional probability density functions of our observed signal vector can be modelled as [13, 14]
\[ f(Y \mid H_i) = \frac{1}{\pi^{M} \det(R^{(i)}_S + R_N)} \cdot \exp \left( -Y^\dagger (R^{(i)}_S + R_N)^{-1} Y \right) \]
where \( i \) is the index of the active speaker. In order to derive a maximum-likelihood detector for the active speaker, we define the likelihood ratio
\[ \Lambda = \frac{P(Y \mid H_1)}{P(Y \mid H_2)} \]
(10)
Based on this likelihood ratio, the first speaker is detected for \( \Lambda > 1 \) and otherwise the second speaker is detected. Using the conditional probability density functions, we obtain
\[ \Lambda = \frac{\det(R^{(2)}_S + R_N)}{\det(R^{(1)}_S + R_N)} \cdot \exp \left( -Y^\dagger (R^{(1)}_S + R_N)^{-1} Y \right) \]
(11)
In the following the likelihood ratio is simplified. We first consider the ratio \( \frac{\det(R^{(2)}_S + R_N)}{\det(R^{(1)}_S + R_N)} \) and obtain
\[ \frac{\det(R^{(2)}_S + R_N)}{\det(R^{(1)}_S + R_N)} = \frac{\det(R_N(R^{(2)}_S R_N + I))}{\det(R_N(R^{(1)}_S R_N + I))} \]
\[ = \frac{\det(R_N) \det(R^{(2)}_S + R_N)}{\det(R_N) \det(R^{(1)}_S + I)} \]
\[ = \frac{1 + \text{tr}(R^{(1)}_S R^{(2)}_N)}{1 + \text{tr}(R^{(1)}_S R^{(1)}_N)} \]
(12)
Defining the a priori SNR as
\[ \xi_i = \text{tr}(R_N^{-1} R^{(i)}_S) = \phi^{(i)}_X A_i^\dagger R^{-1}_N A_i \]
(13)
we obtain
\[ \frac{\det(R^{(2)}_S + R_N)}{\det(R^{(1)}_S + R_N)} = 1 + \frac{\xi_2}{1 + \xi_1} \]
(14)
It is worth to note that \( \xi_i \) is the narrow-band output SNR of a max-SNR beamformer for the \( i \)th speaker [15].

Now consider the exponential function in equation (11). Using the matrix inversion lemma [16], we can rewrite the term \( (R^{(i)}_S + R_N)^{-1} \) in equation (11) as follows
\[ (R_N + R^{(i)}_S)^{-1} = R_N^{-1} - \frac{R_N^{-1} R^{(i)}_S R_N^{-1}}{1 + \text{tr}(R_N^{-1} R^{(i)}_S)} \]
\[ = R_N^{-1} - \frac{R_N^{-1} R^{(i)}_S R_N^{-1}}{1 + \xi_i} \]
(15)
Applying (14) and (15), we get the likelihood ratio
\[ \Lambda = 1 + \frac{\xi_2}{1 + \xi_1} \cdot \exp \left( Y^\dagger R_N^{-1} \left( \frac{R^{(2)}_S}{1 + \xi_2} - \frac{R^{(2)}_S}{1 + \xi_1} \right) R_N^{-1} Y \right) \]
(16)
Using (6) and (13), we can decompose the numerator of the exponent of the likelihood ratio as follows
\[ Y^\dagger R_N^{-1} R^{(i)}_S R_N^{-1} Y = Y^\dagger R_N^{-1} R^{(i)}_S Y \]
\[ = \frac{\phi^{(i)}_X Y^\dagger R_N^{-1} A_i A_i^\dagger R_N^{-1} Y}{\phi^{(i)}_X A_i R_N^{-1} A_i} \]
\[ = \frac{A_i^\dagger R_N^{-1} Y Y^\dagger R_N^{-1} A_i}{\phi^{(i)}_X A_i R_N^{-1} A_i} \]
(17)
Note that
\[ G_i^{\text{MAX}} = R_N^{-1} A_i \]
(18)
is the filter vector of a max-SNR beamformer for the \( i \)th speaker [15]. In practice, a max-SNR beamformer might also be implemented as relative transfer function (RTF) beamformer or multichannel Wiener filter.
\[ \hat{X}_i = G_i^{\text{MAX}} Y \]
(19)
is the estimated speech signal at the output of the max-SNR beamformer. Thus, we obtain
\[ Y^\dagger R_N^{-1} R^{(i)}_S R_N^{-1} Y = \frac{G_i^{\text{MAX}} Y Y^\dagger G_i^{\text{MAX}}}{G_i^{\text{MAX}} Y R_N G_i^{\text{MAX}}} \]
\[ = \frac{|\hat{X}_i|^2}{\phi^{(i)}_N \xi_i} \]
(20)
max-SNR beamformer for speaker $i$, respectively. Defining the a posteriori SNR for the multichannel scenario as
\[ \gamma_i = \frac{|\hat{X}_i|^2}{\phi_N^{(i)}} \]  
we have
\[ Y^T R_N^{-1} R_S^{(i)} R_N^{-1} Y = \gamma_i \xi_i. \]  
This results in the following expression for the likelihood ratio
\[ \Lambda = \frac{1 + \xi_2}{1 + \xi_1} \exp\left(\frac{\gamma_1 \xi_1}{1 + \xi_1} - \frac{\gamma_2 \xi_2}{1 + \xi_2}\right). \]  
Based on this likelihood ratio, we conclude that for $\Lambda > 1$ the hypotheses $H_1$ is more likely than hypotheses $H_2$. Consequently, the first speaker is detected for $\ln(\Lambda) > 0$ and otherwise the second speaker is detected. Taking the logarithm of the likelihood ratio we obtain the following maximum-likelihood speaker detector
\[ \beta(\kappa, \nu) = \begin{cases} 1, & \frac{\gamma_1 \xi_1}{1 + \xi_1} > \frac{\gamma_2 \xi_2}{1 + \xi_2} + \ln\left(\frac{1 + \xi_1}{1 + \xi_2}\right) \\ 2, & \text{otherwise.} \end{cases} \]  
Note that the weights
\[ G_i^{WF} = \frac{\xi_i}{1 + \xi_i} \]  
are equivalent to the filter coefficients of a single channel Wiener filter at the output of the max-SNR beamformer $G_i^{MAX} = R_N^{-1} A_i$.

The speaker detector according to (24) can be generalized for multiple speakers
\[ \beta(\kappa, \nu) = \arg\max_i \left\{ \frac{\gamma_i \xi_i}{1 + \xi_i} - \ln(1 + \xi_i) \right\}. \]  
The speaker detector according to (26) requires estimates for the a priori SNR $\xi_i$ and the noise power $\phi_N^{(i)}$. These parameters can be estimated using the decision-directed estimation approach proposed by Ephraim and Malah [11, 17]. Let $\alpha \in (0, 1)$ be a smoothing parameter. If the $i$th speaker is detected, we obtain the estimates
\[ \xi_i(\kappa, \nu) = \alpha \xi_i(\kappa - 1, \nu) + (1 - \alpha) \gamma_i(\kappa, \nu) \]  
and
\[ \phi_N^{(i)}(\kappa, \nu) = \phi_N^{(i)}(\kappa - 1, \nu). \]  
Whereas we use
\[ \phi_N^{(i)}(\kappa, \nu) = \alpha \phi_N^{(i)}(\kappa - 1, \nu) + (1 - \alpha)|\hat{X}_i(\kappa, \nu)|^2 \]  
and
\[ \xi_i(\kappa, \nu) = \xi_i(\kappa - 1, \nu) \]  
if the $i$th speaker is not active.

Interference suppression

If the speech signal of a speaker that interferes with the target speaker is considered as noise, we can use the Wiener filter according to (25) to suppress this interference at the output of the max-SNR beamformer. In the following we present some simulation results for such an interference suppression approach.

We used the following set-up with two microphones in a car. The cardioid microphones were mounted close to the rearview mirror with a microphone distance of 10cm. Room impulse responses were measured with an artificial head in the position of the driver and co-driver, respectively. Noise signals were recorded at a car speed of 100km/h.

The max-SNR beamformer was implemented as a relative transfer function (RTF) beamformer as proposed in [18]. The relative transfer functions were estimated according to [19]. In order to adjust these estimation approach to two speakers, we calculated the time difference of arrival (TDOA) for each time frame. Each speaker was associated with a TDOA value and the corresponding RTF was only adapted if the TDOA was equal for two consecutive time frames.

Figure 1 depicts some of the signals of this simulation set-up. The top figure is the input signal of one microphone. The next two figures are the clean speech signals for driver and co-driver. Additionally the time frames for the RTF estimation are indicated. The lower figure is the distance between the estimated RTF and the actual RTF for the driver.

With this set-up the signal to interference ratio (SIR) for the driver signals is -1.48 dB for the first microphone and -1.63 dB for the second, respectively. The SIR at the output of the beamformer is -0.16 dB, where the beamformer is not used to suppress the interference. The SIR after the interference suppression is 4.77 dB.
Conclusions
In this paper we have proposed a method to determine the active speaker for each time-frequency point in the noisy signals of a microphone array. The main contribution of this work is the derivation of the maximum-likelihood detector. The simulation results are only the first trial of testing the theoretical model in a practical set-up. The time-frequency dependent detection might be useful for source separation of speech signals [20], to improve the parameter estimation, or for speaker localization.
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