Analysis of the influence of different room acoustics on acoustic emotion features and emotion recognition performance
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Introduction
Distant voice-based human-machine interaction (HMI) can be exposed to varying environmental conditions. The influence of an increasing speaker-to-microphone distance (SMD) that reduces the signal-to-noise ratio of speech and noise \cite{1}, in addition to changing speech directions induce varying acoustic effects onto the captured signal. Consequently, acoustic features are degraded. Furthermore, the performance of speech emotion recognition is compromised by previously unseen conditions, which is typically due to a mismatch between a recognition system’s training and testing distribution. Therefore, a lot of effort is put in the matching of training conditions and test conditions. Remarkable progress has been made in distant-speech-recognition (DSR) \cite{6, 7}. However, transferring knowledge from DSR to distant-speech-emotion-recognition (DASR) is only moderately possible.

So far, distant speech emotion recognition has been analysed in terms of superposed noise \cite{10, 11}, robust feature sets \cite{12, 13} or feature pooling \cite{9}. The impact of room acoustic characteristics on specific feature types and the performance of speaker state classification has been analysed \cite{1, 4, 5}. In \cite{4} the impact of reverberation using public room impulse responses for convolution of emotionally coloured speech is shown. A more detailed look at feature degradation is given by Eyben et al. \cite{5}, highlighting the decrease of the relative important energy-related features when introducing reverberation and noise. It is not possible to gain insights into the impact of room acoustics on the emotion recognition performance in isolation of specific acoustic features belonging to a special feature type. This issue is attributed in this paper.

This work is structured as follows: The recording setup is introduced including the description of Berlin Emotional Speech database (EMO-DB) and the microphone-loudspeaker configuration. Room acoustic characteristics of four real-life rooms including an anechoic chamber are determined and interpreted, before a feature analysis is conducted and emotion recognition experiments are performed.

Experimental Design
EMO-DB utterances were replayed using a loudspeaker and re-recorded. The experimental design has been already described in detail in \cite{27}. The benchmark speech database used is the studio-recorded Berlin Database of Emotional Speech (EMO-DB) \cite{14}. Five female and five male professional actors spoke ten German usually emotionally neutral sentences. The final phrases were selected using a perception test, resulting in 494 utterances in the following seven emotion categories: anger, boredom, disgust, joy, neutral and sadness. The original recordings sampled at 16 kHz provide a high audio quality, minimizing extrinsic variability factors.

In order to compare the impact of room acoustics on re-recordings, the following equipment was used: a) Sennheiser ME66 microphone, b) Yamaha 01V96i audio interface, c) Neumann KH120A loudspeaker and d) Cubase Al6 as recording software. EMO-DB was re-recorded at a sampling rate of 44.1 kHz in acoustically different rooms, all located at the Otto-von-Guericke University in Magdeburg. A reference and four test rooms were chosen to cover various reverberated indoor environments, see Figure 1. By re-recording in an anechoic chamber, a reference was created. Subsequent re-recordings were done in an Ambient Assisted Living (AAL) room, a modern lecture hall (LH), an old LH and a staircase. The AAL room is comparable to a living room - a narrow room with a carpet, fully furnished. The modern and old LH are almost equal in volume. In contrast to the old LH, the modern one is equipped with state-of-the-art wall absorbers, in contrast to the old one. The staircase does not include any acoustic wall treatments.

The DSER is influenced by the SMD, room acoustics effects and the signal-to-noise ratio (SNR) of the speech and ambient noise \cite{1}. Two very contrary positions for the recording experiments were selected. A baseline position is defined by a speaker-microphone distance of 1.4 m in an azimuth angle of 45°. Using this method, cross-room comparable re-recordings were created. A distant position was defined as the prolongation of the baseline SMD-axis towards the very far end possible in the specific room. Room impulse responses $h(t)$ were obtained in 44.1 kHz using a sine wave sweep. The acoustic characteristics of these were provided by six third octave bands in the range of 125 to 4000 Hz. Regarding DIN EN ISO 3382 \cite{3}, two pairs of objective and subjective room acoustics are determined: (1) the Clarity (C50), the Definition index (D50), (2) the Reverberation Time (T30)
and the Early Decay Time (EDT).

As this experiment only aimed at the investigation of room acoustic characteristics on speech features and emotion recognition performance in speech, effects in the re-recorded EMO-DB due to a low SNR had to be mitigated. A SNR-optimal pair of power values (dB) of the source and reverberated signal was determined experimentally in the anechoic chamber. This pair of power values was conveyed to the baseline re-recording in the other rooms.

**Determinant of Room Acoustics**

Figure 2 depicts the measured acoustic characteristics of the considered rooms. The boxplots for each third octave band gives an impression of the characteristics’ overall distribution, by measuring room acoustics at several places. The • indicates the value of the characteristic for the baseline re-recording. The ○ indicates the value of the characteristic for the distant re-recording. Table 1 gives an overview of average mid-frequency values of C50, D50, T30 and EDT.

According to DIN 18041 [2], the determined C50 and D50 values in the staircase were approaching the corresponding limit for good speech intelligibility, e.g. C50 = 0 dB or D50 = 50%. The room impulse response (RIR) varied not only in terms of descending speech clarity for the wider rooms, but also in terms of higher reverberation times T30 and EDT, as was expected. Yet, every room, except the staircase, fulfilled the volume-dependent nominal values for average T30 regarding speech performances [19].

**Statistical Feature Analysis**

The OpenSMILE toolkit was utilized [8] for emobase feature extraction. The feature set emobase comprises of 52 features: 26 acoustic low-level descriptors (LLDs) related to energy, pitch, spectral, cepstral, mel-frequency and voice quality and corresponding first order regression coefficients (Deltas). The derived functionals were skipped in this investigation. The 26 LLDs were computed from each of the 494 re-recorded utterances, resulting in 494 utterances×(4+1 rooms)×2 positions = 4940 utterances. Feature values were extracted on frame-level, i.e., there were 52 feature value sets per utterance, each comprised of 25 ms windows of the utterance. Pairs of feature value sets were created, whereby the first element of each pair corresponded to the anechoic chamber and the second element to a baseline or distant position in a reverberated room.

By applying paired t-tests, the means of the two feature value sets are compared in terms of their differences. The staircase re-recording offered the main number of highly significant different samples with medium to large effect sizes, followed by the old and modern LH, and the AAL room. Analysing feature degradation in general only LLDs were impacted by room acoustics and not their Deltas. Especially, the lower MFCCs mfc_sma[1-4] were impacted, which are related to 50 % of the highly significant samples. mfc_sma[2] is the most impacted LLD over all emotions and rooms. An increasing number of feature value sets related to MFCCs were degraded from baseline to distant condition. For further references on the statistical feature analysis regard our previous paper [27].

**Influence on Emotion Recognition Performance**

State-of-the-art emotion recognition experiments comparable to [24] were conducted. In contrast to those, a Leave-One-Speaker-Out (LOSO) validation scheme was chosen to better represent realistic applications. For feature extraction, the same feature set as for the statistical analyses had been used, also including their functionals, resulting in 988 features. Afterwards, standardisation as a normalisation technique is used to eliminate differences between the data samples [25]. Recognition was conducted using SVMs with linear kernel and a cost factor of 1 utilizing WEKA [26]. As performance measure, the unweighted average recall (UAR), unweighted average precision (UAP) and the F-measure (F1) were calculated. The results are given in Table 2. In the **baseline**
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Table 1: Baseline measurement: Averaged values of C50, D50, T30 and EDT for third octave bands in the range of 125 Hz to 4 kHz.

<table>
<thead>
<tr>
<th>Room</th>
<th>C50 [dB]</th>
<th>D50 [%]</th>
<th>T30 [s]</th>
<th>EDT [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAL room</td>
<td>10.91</td>
<td>87.55</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>Modern LH</td>
<td>10.55</td>
<td>85.71</td>
<td>0.83</td>
<td>0.14</td>
</tr>
<tr>
<td>Old LH</td>
<td>9.13</td>
<td>81.46</td>
<td>1.37</td>
<td>0.31</td>
</tr>
<tr>
<td>Staircase</td>
<td>2.30</td>
<td>62.23</td>
<td>1.74</td>
<td>1.56</td>
</tr>
</tbody>
</table>
condition, the AAL room provided the best DSER performance, followed by the modern and old LH, and last the staircase. The decreasing baseline DSER performances in the AAL room, modern and old LH and staircase correlate with the D50 values in the mentioned rooms (Spearman’s rho $r_s = 1$). Increasing T30 or EDT values are associated with decreasing DSER performances ($r_s = -1$). Compared to T30 or EDT, D50 may a more intuitive measure to predict DSER performance in this experiment. Except for the staircase, the DSER performance from baseline to distant condition is decreasing similarly in each room (cf. [1]). Highly reflective and a lack of absorbing surfaces in the staircase are the reasons for the highest performance drop from baseline to distant condition.

**Conclusion**

In order to enable comparisons of existing studies a well known emotion speech database was re-recorded in four different prototypical rooms and the room acoustic variations in reverberated indoor environments were analysed. The rooms were acoustically characterised by several acoustic measures. To cover different acoustics for each room including a staircase, two different locations were examined for their feature degradation and emotion recognition performance.

The reported results present fundamental knowledge towards dealing with acoustic effects in reverberated rooms in speech applications. Most of the degraded features were determined for in the staircase, which highly differed from both LHs in terms of C50, D50, T30 and EDT. Highly impacted features are the lower MFCCs, which accounted for approximate 50% of the degradation. The highest degradation over the different room acoustics and emotions were observed for mfcc_sma[2]. Least impacted are all of the LLDs’ Deltas. These results were also present in the DSER, as the performance decreased over all rooms in a nearly similar amount, except for the highly reverberated staircase. In detailed analysis of the relation of acoustic measures and recognition performance revealed that D50 is an adequate measure to estimate the decrease in DSER.

Further evaluation will be conducted by using a larger feature set with more LLDs, such as the emolarge feature set, which is also common in the field of speaker state recognition (cf. [4]). Additionally, correlation coefficients of degraded samples with the corresponding clean sample will be ascertained in order to examine the temporal behaviour of features in an utterance.
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