Noise intensity prediction from video frames using deep convolutional neural networks
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Abstract

Some closed-circuit television (CCTV) systems do not have microphones. As a result, sound intensity information is not available in such systems. We present a method to generate traffic noise intensity estimates using solely video frames as input data. To that end, we trained a fully connected layer on top of VGG16 (pretrained with ImageNet) using a dataset that was automatically generated by a single camera with a mono microphone pointing at a busy traffic crossroad with cars, trucks, and motorbikes. For neural network training from that dataset, color images are used as neural network inputs, and true average noise intensities are used as neural network targets. The trained neural network successfully tracked trending noise intensities with correlation 0.594 despite their blindness to the data temporal properties. These results suggest that average noise intensity targets are sufficient for convolutional neural networks to detect noise generating sources within a traffic scene.

Keywords: Convolutional neural network, Traffic noise intensity, Non-linear regression, Non-linear prediction

1 INTRODUCTION

Noise pollution is known to have negative non-auditory effects [1]. Annoyance, health issues and learning disabilities are associated with constant exposure to high noise intensity [1]. A study [2] conducted in Berlin with 1881 patients and 2234 controls showed 1.3 times the odds of myocardial infarction in men subject to 70 dB(A) (A-weighted dB) compared to men exposed to 60 dB(A) or less. The study also demonstrated that men that lived in the area with noise intensity 70 dB(A) or higher for over 10 years presented 1.8 times the probability of myocardial infarction. A review [3] of several studies concluded that environmental noise had significant effects on academic performance of kindergartners and children at early school years. Since noise has an impact over daily life, health and intellectual development, monitoring noise intensity is a sensible action for urban environment improvement.

Aircraft, traffic and industry are usual noise sources. Traffic in particular is ubiquitous and its monitoring is already in place in the form of closed-circuit television. However some legislatures, for example California law [4], prohibits audio recordings without two party consent. As a result, several closed-circuit television cameras either do not contain a microphone or have it disabled. To be able to monitor noise when microphones are not always available we present a method to estimate noise intensity from video data (more specifically, still images without audio) only.

For that, we constructed a dataset based on a set of video sequences. This dataset contains still images (i.e. frames) and their respective average noise intensity levels. Frames are fed to a model whose parameters are optimized to minimize error between the model outputs and true noise levels. Since convolutional neural networks (CNNs) are currently the edge-performance models in image classification, segmentation, localization and other computer vision problems [5, 6, 7, 8, 9], they were selected for this task. Particularly we use the convolutional part of a pretrained model as a feature extractor, and train a fully connected (FC) network on its top. After training, the model should approximate average sound intensities from unseen frame inputs. We also train a second network to predict average sound intensity, and then use a visualization technique to evaluate whether
the network detects noise-generating sources.

2 DATASET

Ten videos were created from a camera with a mono microphone pointing towards a busy crossroad. We downsampled the RGB videos from the original 720 × 480 resolution to 240 × 240 and extracted their audio information into wave files. From that, at each time $t$ we define a pair of related objects: the input frame $F_t \in \mathbb{R}^{240 \times 240 \times 3}$ and the average sound intensity $S_t \in \mathbb{R}$. We define $S_t$ as:

$$S_t = \ln \left( \frac{1}{M} \sum_{k=t-t_b}^{t+t_f} I_k^2 \right),$$

where $I_k$ is the value of an audio sample from the respective wave file at time $k$. Parameters $t_b$ and $t_f$ are respectively the backward and forward times considered for $S_t$. The number of samples $I_k$ between time instants $(t-t_b)$ and $(t+t_f)$ is $M$. The camera microphone was not calibrated so noise intensity levels are not in dB.

For neural network training and validation, we selected four videos: three videos for training and one video for validation. In the training set, two videos were from a daylight traffic scene and one video was from a night-time traffic scene. Values for $t_b$ and $t_f$ were set to 300 ms. The validation set consisted of frames from a single night-time video. Frames were sampled once every second, which yields 1183, 1242, 1325 and 1280 frames from each video respectively. Daylight $S_t$ sample sequences are clearly different from night-time $S_t$ sample sequences: daylight $S_t$ values range from 12 to 17, and night-time $S_t$ values range from 10 to 16. In order to be applied to video sequences shot at different locations, the models trained on the previously described dataset might require the application of different output offset values. Without any further visual clue, sound intensity averages change from one particular environment to another one.

Challenges in this dataset include label noise from extraneous audio sources with no corresponding object in the video. For example, at times buses might break outside of the crossroad frame, which causes a peak in the $S_t$ sample sequence without the presence of the bus itself in the image. Also, cars occasionally accelerate abruptly, and loud skid noise is heard without significant change in the video frame. Another issue arises from human voices from people near the microphone but not present in the screen itself. These problems were not observed to be common enough to significantly impair neural network training.

3 VGG16 AND TRAINING

The VGG16 neural network [10] is known for winning of the localization challenge, and attaining second place in the classification challenge at the ImageNet contest of 2014 [11]. Its convolutional structure contains approximately 14 million parameters and, the fully connected (FC) top layers contain 124 million parameters. To build our model, we use the VGG16 convolutional part as a feature extractor by removing the top FC layer;
that reduced the overall parameter count by nearly 90%. We then add a global average pooling (GAP) [12] layer at the end of the last convolutional layer, and cascade it with a two-layer FC network: the first layer has 512 inputs and 128 neurons, and the output layer has a single linear neuron. The total parameter count for these layers is 65793. We refer to this network as FC-512-128-1. Replacing the top layer for GAP+FC was shown [13] to cause small decrease in classification performance with the benefit of much better parameter efficiency. This VGG16 was pretrained with a pre-processing that subtracts channels R, G and B by 103.939, 116.779, 123.68 respectively. However we followed the pretraining described in [14]. This pretraining first computes the mean and the standard deviation for each image channel with the entire training data. Then each image channel is subtracted by its respective mean and divided by its respective standard deviation. Adam optimizer [15] was used to minimize the mean squared error (MSE) between the network output and the target $S_t$. For a minibatch with size $N$, $l(\theta) = \frac{1}{N} \sum_{i=1}^{N} ||f(F_i, \theta) - S_t||^2$ is the loss function to be minimized, where $\theta$ represents the FC parameters and $f$ is the complete neural network. The convolutional layer parameters were not trained. Every single frame $F_i$ was associated with a single $S_t$ value, and the $(F_i, S_t)$ pairs were randomized during training, so no temporal information is used in neural network training. FC-512-128-1 was trained for 70 epochs with initial learning rate of 0.01, which was scheduled to be multiplied by 0.3 at epochs 30 and 50. These hyperparameters were chosen from a pool of candidates. Three initial learning rates were tested: 0.1 , 0.01 and 0.001. For each of these, two optimizers were tried: Adam and SGD. For each combination the previous hyperparameters, a GAP layer was either omitted or added. And for all combinations of the mentioned, a hidden layer with 128 neurons was either omitted or added to the last FC layer. After training models with these settings, we selected those with lower validation error. For example, Figures 2 and 3 show predictions of the model FC-512-128-1 with two different settings: the first had an initial learning rate of 0.01 and the second an initial learning rate of 0.001 respectively.

### 3.1 Noise source detection

A second network was trained with the purpose of identifying the noise source. We refer to source detection network as FC-512-1. In a way similar to what was done for FC-512-128-1, the FC-512-1 network was also trained to predict $S_t$ values by minimizing MSE between the network outputs and the true $S_t$ values. Also as in the FC-512-128-1 case, the original FC layers from VGG16 network were replaced by GAP+FC. This new network was trained in the same setting as FC-512-128-1. The main difference is that the FC network added after the GAP is a single FC layer, i.e. a single neuron with 512 inputs. This allows the application of class activation maps (CAM) [13] for the visualization of image regions responsible for the prediction. In spite of this not being a classification task, the same principle holds: large network outputs should be associated with large values in the CAM. This FC network has 512 inputs and a single output, for a total of 513 added parameters.
Figure 3. FC-512-128-1 with validation error 1.188 and initial learning rate: 0.001

Figure 4. Training and validation FC-512-128-1 log loss curves. Validation error oscillated during the first epochs and then stalled until the first learning rate reduction at epoch 30.

The last convolutional layer of VGG16 yields 512 7×7 feature maps, which constrains object detection resolution to that 7×7 grid. To visualize the CAM, we upsample the 7×7 grid to 240×240 by nearest neighbor interpolation, and replace the green channel of the crossroad frame with the CAM. We observed that some portions of the CAM remained fixed for several consecutive frames. These fixed values had a large magnitude compared to CAM variations that define the detected object which made the changes in the green channel too subtle to be visualized. So we first subtract that average CAM (AC) offset then apply a gain α in the green channel to magnify the CAM variations. We compute an online 7×7 AC by:

\[ AC[n] = AC[n-1] + \lambda + C[n-1](1 - \lambda) \]  

(2)

\[ DC[n] = \alpha(C[n] - AC[n]) \]

(3)

where \( C[n] \in \mathbb{R}^{7 \times 7} \) is the CAM at frame n, \( AC[n] \in \mathbb{R}^{7 \times 7} \) is the AC at frame n, \( DC[n] \in \mathbb{R}^{7 \times 7} \) is the displayed CAM at frame n, \( \lambda \in (0, 1) \) and \( \alpha \in \mathbb{R} \). The closer \( \lambda \) is to 1, the longer the effective sample sequence that is taken into account for CAM averaging. We selected \( \lambda = 0.95 \) and \( \alpha = 10 \). For noise source detection we
Figure 5. FC-512-128-1 validation set targets and respective outputs (predictions). The $S_t$ values at frames 4800 and 4860 are largely missed by the network. The corresponding video shows an event in which a bus breaks, which happens outside of the camera view, creates the spike at 4800, then a motorbike skids at 4860, and that causes the second spike at that time. As expected, it was not possible to correctly infer $S_t$ values in those cases, because the associated objects are not present in the image.

do use temporal information to filter the CAM, however this method only requires frames and no online audio data.

4 RESULTS

The training achieved a minimum validation MSE of 1.167 (Figure 4). The network predicted average noise intensity with correlation 0.594. It was capable of following trending $S_t$ samples. The network had worse performance during low signal intensity intervals. It is possible that in spite of the significant differences between the real $S_t$ and the network prediction during low noise intensity intervals (Figure 5, frames 3880 to 3940, among other intervals) the image had no recognizable noise generating objects throughout these intervals. Figure 5 shows that in spite of label noise, the network learned correct maps between visual objects and salient $S_t$ values: although peaks appear in the true $S_t$ at frame 4860, peaks are not present at the network output because of the nonexistence of potential audio sources in the image at these times.

4.1 Noise source detection

FC-512-1 achieved a minimum validation MSE of 1.181 (Figure 6). The network predicted average noise intensities with correlation 0.597. Its $S_t$ predictions are very similar to that of FC-512-128-1 in spite of higher MSE. Figure 8 displays noise source detection results with some frames from video 8, which was used for validation. Green spots indicate pixel locations from which $S_t$ values originate. The brighter the spot, the higher the noise the neural network predicts from that location. These results show that the network not only associates objects to $S_t$ values to be able to predict noise intensity, but it also detects the noise source within the frame.

Overall, FC-512-128-1 and FC-512-1 achieved similar results in predicting $S_t$ values, in spite of the lower complexity of FC-512-1. This indicates that for this number of training samples the model does not require an extra FC layer to learn the relationship between $F_t$ and $S_t$. In this situation, FC-512-1 seemed a better solution to predict $S_t$ values since it not only achieves similar performance to FC-512-128-1, but also allows visualization of the relevant image regions. Moreover, minimization of MSE for a model that is a single neuron (such as FC-512-1) is a quadratic program, a convex optimization problem with convergence guarantees.
Figure 6. Training and validation FC-512-1 log loss curves. The validation loss decreases and stalls after the initial epochs.

Figure 7. Network outputs for the validation set of FC-512-1. Results are similar to those in Figure 4 in spite of its lower complexity and lower parameter count. Slight differences can be seen at Frame 4120.
Figure 8. Left: original frame. Middle: unprocessed CAM. Right: original frame with DC in the green channel. These frames are from video 8, and were not used for training. The top row shows a typical example: a car drives though the crossroad with some unwanted spots around the image. The bottom row shows a particularly good result: when a noisy bus drives through the crossroad.

5 CONCLUSION

FC-512-128-1 and FC-512-1 were able to follow trends in average noise intensity levels. This occurred in spite of challenges in the dataset such as occasionally high $S_t$ values without corresponding noise sources within the frame. We compared the performance of the two networks and concluded that both predicted $S_t$ values similarly. FC-512-1 in particular allowed the use of CAM to visualize image regions responsible for network outputs. We had to temporally filter the CAM to be able to observe changes that detect the noise sources. We did that by computing a online average CAM that was subtracted from the unprocessed CAM. This result was multiplied by a gain, upsampled to $240 \times 240$ by nearest neighbor interpolation and set as the green channel of the video frame. That produced a visualization where bright green spots represent the detection of a source. Finally, that helped us verify that the network predicts noise intensity by associating objects to $S_t$ values.
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