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Abstract
This paper presents a simulation-based design process for a fuzzy-controlled semi-active suspension system applied to a real-time vehicle simulation. Firstly a control architecture for the fuzzy-logic controller is defined. Secondly different Genetic Algorithms (GAs) are configured for the optimization of the control parameters. A multi-objective optimization is performed in order to simultaneously improve safety and comfort of the driving vehicle, defined using two independent cost functions. The contact forces at the wheels estimate the driving safety and the vibration in the car body indicates driving comfort. The performance of the controller is compared for each set of parameters obtained by the different GAs adopted. A reduced order real-time simulation environment has been set up for a holistic vehicle simulation, which includes a Finite Element Model (FEM) of the chassis, non-linear suspensions, multi-body physics and the designed digital controller. Finally, the real-time environment is integrated into an overall optimization process and is used for fitness evaluation. The semi-active system under test allows shifting the Pareto front beyond the limit of passive systems, achieving simultaneously better safety and comfort. The different GAs come up with various near-optimal solutions, which are compared using their Pareto fronts.

Keywords: Genetic Algorithms, Semi-Active Suspension, Pareto Front, Multi-objective Optimization

1 INTRODUCTION
The suspension system of a vehicle is a key component for safety and comfort. Hence, the design of a vehicle suspension system is of particular importance as safety and comfort are contradictory requirements and often a trade-off between safety and comfort has to be chosen. The respective individual optimal solutions regarding safety and comfort are characterized by a Pareto front. In order to overcome the limits of traditional suspension systems, active suspensions provide improvements by applying an extra force along the in-parallel arrangement of the damper and the spring. Semi-active dampers provide a trade-off by changing the behavior of the damper without the power requirements of an active system. Various control approaches have been the scope of past and recent research activities. An application of fuzzy control for suspension can be found in [1] for the active suspension of a motor coach. A fuzzy controller was also used to address the non-linearity of a semi-active damper [2]. It creates four areas defined by the impact of the voltage at the damper on the dynamical system. Feedback gains corresponding to those areas are used to calculate the reference for the voltage at the damper. A commonly used control strategy for active or semi-active suspension is the skyhook controller. This method consists in creating a virtual suspension between the vehicle and a fix point in the sky. A skyhook controller for a semi-active damper is proposed in [3] whereas the parameters of such a controller can further be optimized to improve comfort and road holding [4]. In [5], sky- and groundhook controllers are applied to the semi-active dampers of a complete vehicle model. In many cases, control parameters have to be optimized with regard to a specific target behavior. Several classes of Genetics Algorithms (GAs) were developed in order to find near-optimal solutions to an optimization problem. GAs are metaheuristic methods based on the natural evolution of a population: the survival of the fittest. Sets of parameters are seen as individuals who mate, mutate and are selected according to objective functions. Distributed Evolutionary Algorithm in Python (DEAP) [6] provides a library to prototype such optimization processes. The optimization of a fuzzy controller for an active damper via Particle Swarm Optimization (PSO) is described in [7], where the antecedents of the fuzzy control are
optimized for a single objective. In a previous work [8], the authors of this paper compared different methods for a semi-active damper with two objective functions: Evolution Algorithm (EA), Evolution Strategy (ES) and PSO.

This paper illustrates the application of a semi-active suspension which is driven by a fuzzy controller. As several control parameters have to be optimized simultaneously, the optimization makes use of the Python package DEAP implementing an ES [9], where the mutation parameters are also taken into account in the evolutionary process. The proposed multi-objective optimization uses the selection method of the Strength Pareto Evolutionary Algorithm 2 (SPEA2) described in [10]. For a fast simulation-based control design, a Python interface manages the data transfer between the host PC running the Python DEAP package and a real-time simulation hardware implementing a high-precision simulation model of the full vehicle.

Besides that, the paper is organized as follows: Firstly the system under test is presented, consisting of the simulation model and the control method. Secondly the optimization of the parameters using an ES is described. Eventually some simulations results are discussed in order to compare the control laws obtained by different optimization settings against a sky-/groundhook method.

2 SYSTEM DESCRIPTION

The simulation model of the vehicle is based on a non-linear Multi-Body System (MBS) composed of the chassis, suspensions, wheels, tires and powertrain. A reduced order Finite Element Model (FEM) of the car body includes 16 high-frequency modes of the car’s chassis up to 100 Hz. The semi-active dampers along with the control law are implemented in Simulink. The excitation comes from a generated road profile and some driving behavior based on interaction with the gas and brake pedals as well as with the steering wheel. The interfaces between the different parts can be found in Figure 1. The subsystems are interacting with each other via velocities and forces.

Figure 1. Structure of the model of the vehicle and connection of the real-time simulation environment to the Python DEAP package.

Only the FEM is a linear model. The MBS and the semi-active damper present non-linear behaviors, making a model-based control difficult to implement and encouraging a simulation-based approach.

The current flowing through the damper determines its behavior: for 0 A the damper is hard i.e. its viscous coefficient is high whereas it is soft (low viscous coefficient) for 1.5 A. In the following, the current in the damper is normed by 1.5 A in order to deal with a value between 0 and 1. Figure 2 shows the structure of the fuzzy controller.

The inputs are the displacement and the velocity differences \( x \) and \( v \) at the suspension. Corresponding weighting factors \( \omega_{\text{disp},i}(x) \) and \( \omega_{\text{speed},j}(v) \), also called antecedents are computed according to the membership functions

\[
\begin{align*}
  x & \mapsto \omega_{\text{disp},i}(x) \in [0, 1] \quad \text{for} \quad i \in [1..N_{\text{disp}}] \\
  v & \mapsto \omega_{\text{speed},j}(v) \in [0, 1] \quad \text{for} \quad j \in [1..N_{\text{speed}}],
\end{align*}
\]
where $N_{\text{disp}}$ and $N_{\text{speed}}$ are respectively the number of membership functions related to the displacement and speed. Each membership function has a triangular shape as in the left part of Figure 2 and is defined by its center i.e. the position of its maximum. The output, i.e. the current flowing through the damper $I$ is calculated by

$$I = \sum_{j=1}^{N_{\text{speed}}} \sum_{i=1}^{N_{\text{disp}}} \omega_{\text{disp},i}(x) \omega_{\text{speed},j}(v) I_{i,j}$$

where the $I_{i,j}$ are the consequents of the controller, i.e. the value of the output at the points of the map formed by the partition of the velocity and the displacement. The fuzzy control law is defined by the positions of the centers for the antecedents calculation and the entries of the 2-dimension table defining the consequents.

For comparison, a simple sky-/groundhook controller is implemented by merging a skyhook and a groundhook controller. The skyhook controller sets the damper to its hard configuration (normed current of 0) if the velocity of the car body $v_{\text{body}}$ has the same direction as the velocity difference of the suspension $v$. Otherwise the damper is soft (normed current of 1).

$$I_{\text{sky}} = \begin{cases} 0, & \text{if } v_{\text{body}}v > 0 \\ 1, & \text{otherwise} \end{cases}$$

The groundhook controller sets the damper to its hard configuration (normed current of 0) if the difference of the vertical velocities of the wheel and the road $v_{\text{wheel}} - v_{\text{road}}$ has the same direction as the velocity difference of the suspension $v$. Otherwise the damper is soft (normed current of 1).

$$I_{\text{ground}} = \begin{cases} 0, & \text{if } (v_{\text{wheel}} - v_{\text{road}})v > 0 \\ 1, & \text{otherwise} \end{cases}$$

The resulting driving current $I$ is then calculated using the weighted combination of the skyhook and groundhook output, where $\alpha \in [0,1]$ is the weighting parameter:

$$I = \alpha I_{\text{sky}} + (1 - \alpha) I_{\text{ground}}$$
3 OPTIMIZATION WITH GENETIC ALGORITHM

Due to the large amount of control parameters to be optimized within a simulation-based control design procedure, an ES is chosen for parameter optimization. As stated before, the optimization is implemented within the Python DEAP package [6]. An ES is a type of GA where an individual inherits the mutation properties from its parents. It means for each gene there is a so-called strategy defining the standard deviation of the mutation of this gene. For a more detailed explanation of the ES, the reader is invited to have a look at [9]. In the following the implementation of the ES as used for the optimization of the fuzzy parameters is presented. Two parents are generating two children by exchanging one part of their genome via the two points crossover method (Python DEAP: cxESTwoPoint). Two points are randomly chosen for both parents and the part of the genome between those two points is exchanged to create the two children. Each gene has then the same probability of undergoing a mutation. When it does, the corresponding strategy first undergoes a multiplicative mutation following a log-normal distribution (Python DEAP: mutESLogNormal). It means the current value of the strategy is multiplied by a factor $y$, where $y$ is a realization of $e^{\lambda}$ with $X$ following a normal distribution. The gene undergoes a normally-distributed mutation, where the standard deviation is the newly calculated strategy. Every child is then evaluated, i.e. its fitness is calculated by means of the related real-time simulation environment (c.f. Figure 1). Since the fitness depends on the genome, it is expected that the individuals have different fitnesses. Within the scope of the work presented, the fitness function is to be minimized, i.e. the aim of the algorithm is to reduce the fitness. Evaluating the fitness is the most time-consuming step, since it requires to run a simulation, whereas all the other steps are only simple calculations. The selection process takes the best individuals from the old population and the offspring to define the new population. This method is known as $(\mu+\lambda)$-selection. It has the advantage of ensuring convergence in the sense that the new population is at least as good as the previous one. For multi-objective problems, the selection is not universally defined because there is no canonical relation of order in multi-dimensional spaces. Thus the SPEA2 [10] selection process (Python DEAP: selSPEA2) is used. It is based on the Pareto front concept and the notion of domination: an individual $A$ dominates an individual $B$ if and only if the values of the fitness of $A$ are smaller than those of $B$ and at least one is strictly smaller. All the non-dominated individuals are forming the Pareto front.

3.1 Application to semi-active suspension

To optimize the multi-parameter control law of a semi-active damper, either the outputs (consequents) or both the centers (antecedents) and the outputs form the genome of an individual. In this case the genome of each individual consists of parameters defining a fuzzy controller: the consequents and the positions of the centers. In a previous work [8], the same authors only optimized the consequents. The consequents are normed currents between 0 and 1 and the centers lie between $\pm 0.1\text{ m s}^{-1}$ for the velocity and $\pm 1\text{ m}$ for the displacement. When only the consequents are optimized, the centers are uniformly set between $\pm 2\text{ m s}^{-1}$ for the velocity and between $\pm 0.15\text{ m}$ for the displacement. The genome of an individual contains the information of the control law: the antecedents defines the membership functions of Equation 1 and the consequents are the parameters $I_{i,j}$ of Equation 2.

The fitness is composed of two values: one defining the safety and one defining the comfort. An individual is evaluated by running the simulation of a car with the control parameters corresponding to its genome for the time $T_{\text{sim}}$. The two objective functions defining the fitness are computed from the simulation results. The safety cost $J_{\text{safety}}$ takes into account the contact forces $F_i$ between the tires $i$ and the road: when those are smaller than a given threshold $F_0$, the square of the difference increases the cost as in Equation 6.

$$J_{\text{safety}} = \frac{1}{T_{\text{sim}}} \int_0^{T_{\text{sim}}} \sum_{i=1}^4 \min ((F_i(t) - F_0)^2, 0) \, dt$$

(6)

The comfort cost $J_{\text{comfort}}$ takes into account the derivative of the velocity of a point in the car body (i.e. the seat rail) $v_{\text{fl}}$, filtered (Butterworth low-pass filter, order: 8, cut-off frequency: 10Hz) in order to penalize only the low frequencies up to 10Hz.
\[ J_{\text{comfort}} = \frac{1}{T_{\text{sim}}} \int_{T_{\text{sim}}}^{0} \left( \frac{d}{dt} v_{\text{lf}}(t) \right)^2 dt \] (7)

In this application, the ES runs for 100 generations and the population consists of 20 individuals for each generation.

4 SIMULATION RESULTS

Several simulations are run with different controllers. The first configuration involves a setup where each controller configuration is characterized by a constant damper current (Constant). The Sky/ground controller configuration implements a sky-/groundhook control (c.f. Equation 5) with different weight values \( \alpha \). The third configuration \( ES25 \) indicates a fuzzy controller according to Equation 2 where five membership functions are selected for the velocity and displacement input respectively which leads to a total of 25 consequents to be optimized. The fourth configuration \( ES100 \) increases the number of membership functions to a total of ten for the velocity and the displacement input respectively leading to a total of 100 consequents to be optimized. Within the last configuration \( ES25+10 \), again five membership functions for the velocity and the displacement input are used leading to the optimization of 25 consequents, together with the centers of the membership functions \( \omega_{\text{speed},j} \) and \( \omega_{\text{disp},i} \) for the velocity and the displacement input respectively. The last configuration involves a total of 35 independent control parameters to be optimized by means of the ES.

In Figure 3 the fitnesses of the individuals of each of the 100 generations are represented for the ES with optimizations of centers and consequents: \( ES25+10 \).

![Figure 3. Generations 1 to 100 of the ES25+10.](image)

The first generation is spread out over a large area with high costs. With increasing generation number, due to the selection process both fitnesses decrease, leading to better trade-off between safety and comfort. Also, the formation of a Pareto front indicating a multitude of respective optimal parameter configurations is becoming obvious in this illustration. The different controller configurations are compared by the evaluation of their Pareto front after 100 generations in Figure 4.

The sky-/groundhook control \( Sky/ground \) is found to be slightly better than the configuration \( Constant \) implementing a constant current. Also it should be noted, that the \( Sky/ground \) configuration only forms a small set of solutions mainly varying the driving comfort for different control parameters. The optimized fuzzy controller \( ES25 \) with 25 parameters shows better performances for both driving safety and comfort with a large Pareto front and the configuration \( ES100 \) with 100 parameters is even better. The best performance for both driving
safety as well as comfort is achieved by the ES25+10 configuration. This configuration also shows a small Pareto front concentrating control parameter configurations leading to high driving safety and comfort. The non-intuitive results is that ES25+10 is better than ES100. It shows optimizing the centers has a significant impact and is highly advisable compared to just increasing the number of consequents.

An exemplary parameter set for an optimized fuzzy controller obtained by ES25+10 is represented by two illustrations in Figure 5. Figure 5a underlines the relationship between the centers related to the velocity, the ones related to the displacement and the values of the consequents. In Figure 5b, the values of the same individual are interpolated in order to describe the control law by presenting directly the normed current as a function of the velocity and the displacement of the input of the fuzzy-based suspension controller.

![Figure 4. Pareto fronts of the ESs after 100 generations versus constant current and sky-/groundhook.](image)

It can be seen in Figure 5a for this member of the Pareto front of ES25+10 that some centers are very close to each other and the corresponding consequents are very different. For example the current changes drastically.

![Figure 5. Representations of an exemplary optimized fuzzy controller (with ES25+10). The blue points in (b) are the position of the centers, i.e. the entries of (a).](image)
for a small change of displacement: 0 to 1 when the displacement changes from $-0.065\,\text{m}$ to $-0.062\,\text{m}$ for a velocity of $-1.2\,\text{m}\,\text{s}^{-1}$. It sharpens the control law representation of Figure 5b.

To evaluate the robustness of the solutions, the Pareto fronts of the controller configurations Constant, $ES25$ and $ES25+10$ are evaluated with new simulations. The model of the vehicle stays the same, but the external excitations are different: a new road profile is used and the driver adopts a new behavior. The resulting fitnesses are presented in Figure 6.

![Figure 6](image.png)

Figure 6. Evaluation of the Pareto fronts with different external conditions.

Comparing the results for a different excitation mechanism, again confirms the results gained by the previous investigation. Even though a slightly higher driving comfort can be achieved with a constant damper current (Constant) for the given excitation mechanism, a higher driving safety whilst maintaining a comfortable overall behavior at the same time can only be achieved by introducing fuzzy-based suspension control. Obviously, a suitable control parameter configuration has to be selected from the Pareto front of the design space. Interestingly, all parameter configurations of the $ES25+10$ configuration show a comparable better performance compared to a fixed current setup.

5 CONCLUSIONS

A simulation-based approach was used to develop a control law for the semi-active suspension of a vehicle. Following an Evolution Strategy, a near-optimal fuzzy controller was implemented to increase comfort and safety in the vehicle in comparison to simple control laws: sky/groundhook and constant current. The robustness was briefly investigated by evaluating the solution with different external conditions. One main aspect is that the model of the vehicle is only used to evaluate the fitness. Therefore the proposed method is highly flexible and can be used with models of different structure, representation or complexity as long as it can be simulated and yields meaningful fitness values. One of the remaining challenges is the estimation of the distance between the obtained near-optimal solutions and the optimal solution.

The results obtained within the scope of this work further motivate the development of automatized NVH design processes based upon multi-objective optimization. Combined with the increasing accuracy of simulation-based NVH design processes, this will possibly open up new application areas of complex adaptive NVH systems based upon multi-parameter fuzzy-based control approaches.
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