Sound field evaluation by using closely located four-point microphone method and mixed reality technology
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ABSTRACT

The closely located four-point microphone method was proposed by Yamasaki in 1989. The method can grasp the spatial and temporal structures of sound reflections by estimating an image source distribution from four measured impulse responses. In recent years, mixed reality (MR) technology has rapidly developed and is now more familiar. Many sensors, display devices, and ICT technologies have been implemented in MR equipment, which enable interaction between real and virtual worlds. We proposed a MR display system for image source distributions and directivity patterns of sound reflections, which are obtained by the closely located four-point microphone method. In this paper, we propose a MR display system for some image source distributions measured at multiple measurement points. By moving in the room, the user can view the image source distribution in the room adjusting to the user’s view point simultaneously. MR display enable us to observe the spatial and temporal structures of sound reflections in the room while maintaining a relationship between the positional information of the real room and the data, even when user moves around the room.

Keywords: Closely located four-point microphone method, Mixed reality, Architectural acoustics

1. INTRODUCTION

There are various ways to measure sound positions or grasp the spatial and temporal structures of sound reflections. Sound field visualization is an effective technique to understand spatial sound information. For example, in previous research, acoustical holography [1, 2], beam-forming [3, 4], and optical methods [5-14] have been proposed and studied.

One of the visualization methods, the closely located four-point microphone method, was proposed by Yamasaki in 1989 [15]. The method constructs an image source distribution from four impulse responses measured by using four microphones that are not coplanar and by using a short-time correlation technique. The image source distribution represents the spatial and temporal structures of sound reflections.

On the other hand, the HoloLens, a head mounted display developed by Microsoft, is realized by mixed reality (MR) technology in which real and virtual spaces interact with each other as if the real and virtual worlds were merged. Its applications are receiving increases worldwide attention. By taking advantage of MR technology, visualization methods of three-dimensional sound intensity maps with an optical see-through head mounted display (OSTHMD) were recently proposed [16-18].

In the previous papers, we proposed an MR display system for the image source distribution obtained by the closely located four-point microphone method [19]. We measured impulse responses only one point and display the image source distribution which can observe at any points. However, image sources depends on the measurement point. Thus it needs to change the displayed data when user translates.

In this paper, we propose a MR display system which can display image source distribution measured at multiple measurement points. At first we measured impulse responses and calculate image source
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distributions at many points using closely located four-point microphone method. The system displays the image source distribution at user’s position while the user is moving in the room. Thus, the user can observe the spatial and temporal structures of sound reflections in the whole room while maintaining a relationship between the positional information of the real room and the data, and also can evaluate sound field at user’s position.

2. METHOD

2.1 Closely located four-point microphone method

To grasp the spatial structures of sound fields, the closely located four-point microphone method constructs an image source distribution from four impulse responses measured by using four closely-located microphones that are not coplanar and by using a short-time correlation technique [15]. The method is briefly described in the following discussion.

The distances \( r_{i,n} \) between the \( i \)-th \((i = 1, 2, 3, 4) \) microphone and the \( n \)-th image source are represented by

\[
r_{i,n} = C t_{i,n},
\]

where \( C \) is the speed of sound and \( t_{i,n} \) is the arrival time from the \( n \)-th image source at the \( i \)-th microphone. When four microphones are located on the origin and three points at the same distances from the origin on the rectangular coordinate axis, the coordinates of the \( n \)-th image source are estimated by

\[
X_n = \frac{d^2 + r_{1,n}^2 - r_{2,n}^2}{2d},
\]

\[
Y_n = \frac{d^2 + r_{1,n}^2 - r_{3,n}^2}{2d},
\]

\[
Z_n = \frac{d^2 + r_{1,n}^2 - r_{4,n}^2}{2d},
\]

(2)

where \( d \) is the distance between microphones located on the origin and a rectangular coordinate axis. Therefore, if microphone distance \( d \), arrival time \( t_{i,n} \), and the speed of sound \( C \) are known, positional information of the image sources can be estimated by using Eq. (2). The arrival time \( t_{i,n} \) is estimated by a short-time correlation technique.

As the result of closely located four-point microphone method, image source distribution can be displayed. Figure 1 shows a scaled sound image source distribution and its color reference. In displaying the image source distribution, the origin of the coordinates shows the sound-receiving point, the center of the sphere shows the coordinates of the image source, and the diameter of the spheres shows the energy of the image source. The arrival time from each image source to the receiving point is expressed by colors.

![Figure 1 – Image source distribution and its color reference.](image-url)
2.2 Mixed reality technology and augmented reality marker

In MR technology, the real and virtual worlds in visual information interact with each other as if these two worlds were merged. In this paper, we introduced MR technology by using Microsoft HoloLens as shown in Fig.2. HoloLens is a self-contained holographic computer with an OSTHMD and simultaneous localization and mapping (SLAM) techniques [20]. A HoloLens is a stereo transparent display that can overlay 3DCG on the real view. SLAM technology can obtain the viewing position, the direction of the user, and the shape of the room with a depth camera and image processing [21]. By using the spatial mesh of a real object’s shape, 3DCG objects can be occluded by the real objects as if the virtual object were in real space. The spatial mesh continues to be update and follows the observer’s translation and rotation. By continuing to change the 3DCG view on the basis of the spatial mesh and the user’s translation and rotation, 3DCG is appropriately overlaid on the view of the freely moving user.

We use augmented reality (AR) marker as spatial marker. SLAM sensors attached to HoloLens continuously acquire the space shape of the room. When HoloLens recognizes the marker with SLAM sensors, marker’s position represents the reference point of measured room.

In this paper, the proposed system was developed with Unity2018.3, which contains the Unity3D engine of Unity Technologies, and with Microsoft Visual Studio 2017 [22]. The signal processing of the proposed system was implemented by C# scripts. AR markers recognition were developed with Vuforia Augmented Reality SDK [23].

Figure 2 – Worn Microsoft HoloLens.

2.3 The display system

Figure 3 shows the display procedure of the proposed system. The system displays a three-dimensional image source distribution by using the HoloLens in the following steps.

Step 1 Play time stretched pulse (TSP) signal and the impulse responses in the room are measured using closely located four-point microphones. On the other hand, microphone position is gotten with two AR markers and saved on HoloLens.

Step 2 Four sound signals are convoluted with inversed TSP signal which is played in the room.

Step 3 Four convoluted signals are calculated by closely located four-point microphone method. Coordinates of image source distribution are derived.

Step 4 Coordinates are sent from PC to HoloLens by User Datagram Protocol (UDP).

Step 5 In displaying the image source distribution, 3DCG spheres are placed at the positions of the image sources.

Step 6 The arrival times of the image sources are divided into five categories and represented by colors for each category.

Step 7 Change four-point microphones’ position and repeat Steps 1)-6).

Step 8 Display each image source distribution at user’s position with fiducial marker.

We used two AR markers to display image source distributions. One is as fiducial marker and the other is as microphone marker. The former one is set on the floor and is spatial reference. The latter one is set on four-point microphone and get relative coordinate between fiducial marker and four-point microphone. When the user worn HoloLens approaches to the measurement position, the proposed display system displays image source distribution at user’s point by using fiducial marker.
3. EXPERIMENTS

3.1 Measurement conditions and procedure

We measured the impulse responses and estimated the image source distributions at multiple points in an ordinary meeting room at Waseda University. Table 1 shows the measurement conditions. A loudspeaker was located at a distance of 1.5 m from the floor and 2.0 m from the nearest front wall. The four-point microphone was located at a distance of 1.2 m from the floor. We measured 24 points as shown in Fig. 4. Fiducial marker was set under the loudspeaker, in other words, at a distance of 0.0 m from the floor and 2.0 m from the nearest front wall. And microphone marker was set on four-point microphone.

We measured as per the following steps:
1) A TSP signal was played by the loudspeaker via an audio interface and a power amplifier.
2) The sound signals were recorded by four microphones with a PC via an audio interface.
3) After calculation of the impulse responses, the image source distribution was obtained by using the closely located four-point microphone method. On the other hand, the microphone position was gotten with two AR markers and HoloLens.
4) Change four-point microphone’s position and repeat steps 1)-3).
5) After impulse responses were measured, each image source distribution at user’s position was displayed on HoloLens.
Table 1 – Measurement conditions.

<table>
<thead>
<tr>
<th>Measured room</th>
<th>59-04-15 Meeting room, Nishi-Waseda campus, Waseda University</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment</td>
<td>Opposed loudspeaker (Fostex FE204)</td>
</tr>
<tr>
<td></td>
<td>Power amplifier (YAMAHA P4050)</td>
</tr>
<tr>
<td></td>
<td>Audio interface (MOTU 8M)</td>
</tr>
<tr>
<td></td>
<td>Microsoft HoloLens</td>
</tr>
<tr>
<td></td>
<td>MacBook Pro (2.9GHz Intel Core i5, 8GB, 1600MHz DDR3)</td>
</tr>
<tr>
<td></td>
<td>Four microphones (AUDIX TM1)</td>
</tr>
<tr>
<td></td>
<td>AR markers (fiducial marker and microphone marker)</td>
</tr>
</tbody>
</table>

| Distance between microphones [cm] | 5.0         |
| Measurement signal               | Time stretched pulse                                    |
| Sampling frequency [Hz]           | 48000       |
| Interpolation for calculation     | 16          |

Figure 4 – Measured points in the room.

3.2 Results of experiment with the MR display

Figure 5 shows experimental results of image source distributions with the HoloLens. The left-side, center and right-side figures are the view of image source distribution at M32, M33 and M34 positions, respectively. The upper figures show the views when the user directed to the front wall. The lower figures show the views when the user directed to the left wall. To observe small sound reflections, logarithm of amplitude of each image source sphere is represented as diameter of sphere.

When a user approaches to measured position, image source distribution adjusting to the position was shown in the HoloLens display. Thus, we can understand where sound reflections occurred and how large the sound reflections were by the positional and size information of image sources. When a user approaches to the other measured position, we can understand how the feature of image source
distribution changes.

Figure 5 – View of image source distributions at different viewpoints.

4. CONCLUSIONS

In this paper, we proposed a MR display system for image source distributions measured at multiple measurement points. We measured impulse responses and estimate image source distributions at multiple points in the room by using closely located four-point microphone method and displayed them on our proposed MR display system. By using AR markers, position of measurement point can easily obtained. Then, the image source distribution can be observed at the different viewpoints. Thus, it helps us to understand how the sound reflections change.

In the future work, to evaluate whole feature of sound field completely, we will interpolate image source distributions from measured data to display image source distribution at any viewpoints. In addition, we will display image source distribution with other devices such as PC or tablets.
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