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Abstract

This paper describes new techniques in order to adapt
a talking head synthesis system for a different language.
The synthesis system is originally designed for Czech lan-
guage. Recently, experiments were performed on adap-
tation of the synthesis system to the English and Dutch
languages. This paper generalizes the use of these proce-
dures for other languages.

Introduction

Conversion of text to speech is increasingly used the elec-
tronic appliances and information systems. The conver-
sion of text to visual speech (movements of mouth dur-
ing speech) is a modality of text to speech system (TTS)
specially designed for visual perception of speech. Visual
speech is important at certain situations, because it is
a conditioning factor for lip-reading. Humans often use
lip-reading, especially when acoustic noise occurs. Lip-
reading is also one communication means of deaf peo-
ple. Artificially generated visual speech is expressed by
computer animation of a human face. The animation is
rendered in real time, or via video files. The acoustic as
well as the visual component of speech differs for differ-
ent languages [1]. The adaption of visual speech synthe-
sis system to a new language is not always completely
resolved.

Adaptation Method

The adaptation of talking head system can be summa-
rized in the following steps: acquisition of speech data,
speech segmentation, data analysis, adaptation of the con-
trol model and adaptation of the animation model.

Audiovisual Speech Database

The first step of the adaptation is capturing continuous
speech of the target language. Firstly, we need to collect
appropriate text material. We suggest to use phoneti-
cally balanced sentences. The length of sentences can
vary from 3 words to 15 words and the number of sen-
tences should be at least 500. Small number of sentences
does not ensure proper coverage of co-articulation effect.
For adaptation purpose, the speech data of one speaker
is sufficient. The speaker, however, should have good
articulation especially if we want to use final animation
for lip-reading. Appropriate is to use a recording studio
with low level of acoustical and visual noise. Unbalanced
intensity of lighting and acoustic noise in the background
cause corrupted audiovisual speech data.

The recording equipment consists of a video camera and
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microphone. The video camera has to be located approx-
imately 5 meters from the speaker and lens is zoomed on
front view of speaker’s face. Optionally we can use a sec-
ond camera or a mirror to capture in parallel the profile
of the face. One channel and sampling frequency 44 kHz
is sufficient for the acoustic component of speech. For
the visual component, the resolution of 576x720 pixels
(portrait) is optimal but the sampling frequency must be
at least 25 frames per second (fps), or better 50 fps. The
sources of light should have sufficient intensity due to the
time of exposure. Lighting should not cause any shadow
in the speaker’s face and reflection, and suppress nat-
ural face colors. High contrast lips-skin and lips-teeth
is crucial here. The cameras, or speaker’s head should
not move during the record. Important point is the syn-
chronization of audio and video signals using the clap-
perboard, or an electronic synchronization device. The
record during one day ensures to get same speaker’s voice
dispositions for all sentences.

Speech Segmentation

In general, speech segmentation divides the speech data
into short intervals of phones. The segmentation process
is implemented in two stages. In the first stage, time-
synchronized audio-visual data are manually divided into
sentences and pronunciation of words have to be cor-
rected. The second stage automatically processes the
sentences into speech segment corresponding phonemes,
or visemes. For this purpose, we have to use a external
segmentation tools, for example Hidden Markov Model
Toolkit (HTK). We recommend to use the acoustic com-
ponent only and all the phonetic units of the target lan-
guage. The start boundary of each speech segment in the
acoustic component determines then articulatory target
in the synchronized visual component. Finally the recom-
mended post-processing is manual inspection the speech
segments. The sentences with error segmentation are dis-
carded from the speech database, or boundaries of these
segments have to be manually corrected.

Analysis of Image Data

Method of analysis of image data converts the mouth
shape captured in video frames to a numerical representa-
tion (visual parameterization). We recommend using the
method of Repeated template matching [2]. The analy-
sis of image data is divided into three stages: selection of
templates, model of the mouth and processing of speech
data.

The first stage determines sample images of mouth
shapes (the templates). The templates are manually col-
lected from the video frames of the speech database. We
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create the template by cut-out of mouth area in the video
frame. We recommend to align the center of upper side
of templates to the position of nose. The optimum num-
ber of templates is about 100, we use 101 templates for
English, 83 for Czech, 117 for Dutch. Selected templates
have to affect all major forms of mouth shape: different
degrees of mouth opening, protrusion and width, con-
tacts and interrelation of lips, teeth and tongue. How-
ever a larger number of templates cause very slow data
analysis.

Figure 1: On left: one template and approximation of lip
shape, on right: data from face profile (optional)

The second stage creates a model approximating mouth
shapes in the templates. Firstly we manually get po-
sitions of control points in the templates. An approxi-
mation of lip contours is shown in Figure 1. The shifts
of control points against the mean lip shape (closed lip)
collected from all templates are processed by Principal
Component Analysis (PCA). The principal components
depend on collection of the templates but often model
these articulatory parameters: lip opening, raising and
rounding (protrusion). The last stage automatically goes
through all the video frames of sentences and determines
the hight correlated templates. We know the values of the
articulatory parameters for these templates. The articu-
latory trajectories are then created by cubic spline inter-
polation and they are used for adaptation of the control
model. The lip model can be optionally extended about
shift of lips in 3rd dimension or tongue positions. For this
purpose, we can use the time-synchronized video frames
capturing the face profile.

Control Model

Analysis of image data and segmentation of speech pro-
vides training data to adapt the control model. Seg-
mented articulatory trajectories allow us to collect ar-
ticulatory targets of all the phonemes from the speech
database. The control model uses a technique of Selec-
tion of Articulatory Targets (SAT) [3]. This technique
is based on training of the regression trees. One regres-
sion tree models one articulatory parameter of particular
phoneme. The root of the regression tree contains cluster
of all the relevant articulatory targets. Regression ques-
tions split this cluster to sub-clusters by Euclidean dis-
tance. In the principle, the regression questions have to
include the immediate phonetic context (tri-phone con-
text). Optionally we can extend the set of questions
about wider phonetic context, durations of the phoneme,
etc. For large speech database (higher number of train-
ing sentences), regression trees can be pruned to achieve
optimal size and robustness.
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Animation Model

Animation model converts articulatory trajectory to vi-
sual speech. We assume 3D animation model based on
pseudo-muscle facial deformation [4]. An illustration of
animation model is shown in Figure 2. Adaptation of
animation model consists of re-modeling new key mouth
shapes similar to mouth shapes obtained during the anal-
ysis of image data. The animation model compute new
mouth shape as their weighted combination. The cor-
rectness of adaptation can be validated on the templates.
The animation model must produce the same mouth
shapes.

Figure 2: The animation model originally developed for
Czech language

Summary and Conclusions

The adaptation of visual speech synthesis system was
tested on three languages: Czech, English and Dutch.
We have used the adaptation also for the sign language
as well. In this case, the visual speech synthesis is used in
the automatic synthesis of Czech sign language. Audio-
visual perception tests confirm intelligibility of synthe-
sized visual speech. Proposed steps of adaptation involve
several manual stages. Future work may focus on extend-
ing of the current adaptation process in order to make it
more automatic.
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