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tionIn many studies 
ondu
ted to monitor the health sit-uation of kindergarten 
hild 
are workers in Germany,the high noise level in the fa
ilities has been pointedout by approximately 70% of the workers as one of themost stressful fa
tors. One fa
tor 
ontributing to thestress is 
onsiderable ba
kground noise in kindergartens,many important events su
h as 
alls for help of 
hil-dren or 
olleagues might be unheard at their �rst utter-an
e. This 
ontribution presents results of a study 
on-du
ted in a real kindergarten for whi
h ma
hine-learningapproa
hes were tested to dete
t and 
lassify a
ousti
events in typi
al ba
kground noises. For the trainingof applied approa
hes daily kindergarten noise has beenre
orded. The goal of this study is to develop an auto-mati
 a
ousti
 event dete
tion (AED) system to 
onsider-ably redu
e the number of unre
ognized, desired eventsimportant for 
hild-
are workers. AED is in
reasinglyused in many �elds of appli
ation, e.g. for surveillan
eand se
urity issues [1�3℄ or in the �eld of ambient assistedliving (AAL) [4, 5℄. In past AED 
hallenges, i.e., theCLEAR'07 (�
lassi�
ation of events, a
tivities and re-lationships�) 
hallenge [6℄ that was part of the CHILproje
t [7℄ and the D-CASE (�dete
tion and 
lassi�
a-tion of a
ousti
 s
enes and events�) 
hallenge [8℄, dete
t-ing a
ousti
 events in a meeting room and o�
e s
enarioshas been addressed. For these 
hallenges, the proposedAED approa
hes were mainly based on Mel-frequen
y
epstral 
oe�
ient (MFCC) features in 
onjun
tion withhidden Markov models (HMMs) [9, 10℄.In this 
ontribution, two di�erent approa
hes basedon HMMs in 
ombination with MFCCs are applied. The
ommonly used maximum likelihood approa
h just al-lows for one event dete
tion per time se
tion, whereasin real s
enarios like kindergartens multiple events o

ursimultaneously and overlapping. Thus, we propose ap-plying a set of binary 
lassi�
ation systems by using anuniversal ba
kground model (UBM) that is 
ompared toea
h event model resulting in binary de
isions.Classi�
ation systemsCommonly, re
ognition with HMMs is done by 
om-paring the likelihoods of di�erent event models. Themodel with highest likelihood is assumed to des
ribe atime se
tion, i.e.,
ĉ = argmax

c

p (χ |λc ) , (1)where λc is the HMM of event 
lass c = 1 . . . C with Cbeing the total number of event 
lasses. χ denotes thefeature ve
tors for a time se
tion and ĉ is the event withmaximum likelihood. This multi
lass 
lassi�
ation sys-

tem yields one dete
tion label per time se
tion. Sin
ein real world s
enarios, multiple events 
an o

ur simul-taneously and overlapping, we propose the use of a setof binary 
lassi�
ation systems. Therefore, an UBM istrained on all training data. Ea
h event HMM λc is 
om-pared to the UBM λUBM, i.e.,
ĉ =

{

c
∣

∣p (χ |λc ) > p
(

χ

∣

∣λUBM )}

. (2)Hen
e, the role of the UBM is to dete
t time se
tions thatdo not belong to a model λc. Thus, multiple dete
tions
ĉ up to C labels per time se
tion are possible.Experimental SetupThe evaluation is done using a database of real-worldre
ordings from a day 
are 
enter for 
hildren and akindergarten. The data were split into �ve disjoint setsto perform a �ve-fold 
ross-validation . HMM re
ognizerswere trained to model the events, silen
e and the UBM.The 
ommon multi
lass 
lassi�
ation system based onEq. (1) and the binary 
lassi�
ation system from Eq. (2)were tested. Details are presented in the following sub-se
tions.DatabaseThe database used for training and evaluation wasre
orded in a day 
are 
enter for 
hildren between 0 and3 years and in a kindergarten for 
hildren between 3 and6 years. In both fa
ilities, �ve rooms and one hallwaywere equipped with mi
rophones, i.e., altogether twelvemi
rophones were used. The data 
olle
ted 
omprised2840 minutes of re
ordings from daily a
tivities in thosefa
ilities. The data were annotated by hand. Sin
e theo

urring events 
an be labeled very detailed and dif-ferently leading to a huge amount of event 
lasses withfew samples, we de
ided to use the labeling approa
hsuggested in [11℄ to limit the number of event 
lasses. Inthis report, a labeling list is proposed that was developedto label a
ousti
 data in video 
lips by few, meaningfullabels. These labels are supposed to present smallest
omponents sound data 
an be 
omposed of. In analogyto phonemes for words, they are 
alled noisemes. A listis given in Table 1. The data were split into �ve disjointsets to 
ondu
t a �ve-fold 
ross-validation.Re
ognizerAs input for HMMs, MFCCs [12℄ are extra
ted fromthe time signal. For the ba
k-end 
lassi�er, the Hid-den Markov Toolkit (HTK) [12℄ is applied to build up anHMM re
ognition network with a task grammar. HTKprovides a spee
h re
ognition network of three levels:word level, model level and HMM level. In this 
ontribu-
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Table 1: List of noisemes for labeling from [11℄Broad Noiseme Sounds like ...Anim Animal Not identi�able animalAnim_... Identi�ed animal, e.g.anim_birdHuman_noise_s Cry CryingHuman_noise Vo
al noise, e.g. 
ough, sneeze,throatLaugh LaughterS
ream S
reamingChild Child/baby 
oos; animal 
oosSpee
h_s Mumble Non-intelligible, single voi
eSpee
h Intelligible spee
h EnglishSpee
h_ne Intelligible spee
h not EnglishSinging Singing Only voi
e; a 
apellaHuman_m Cheer Intelligible spee
h, multiplevoi
esCrowd Non-intelligible, multiplevoi
esMusi
 Musi
_sing Musi
 with singingMusi
 Only musi
Noise_pulse Kno
k Hits woods, 
ardboard, drywallThud Hits �oor, dirt, 
arpet,dampedClap Hands, gun, shot-like, explo-sionCli
k Quiet, me
hani
al 
li
kBang Hits metal, glass, tone-ishBeep Very short beeps, 
omputerNoise_ongoing Clatter Bangs, kno
ks, pulses, irregu-larRustle S
rat
hing, hiss, rustling, ir-regularS
rat
h Short fri
tion segments, regu-larHammer Bangs, kno
ks, pulses, regularWashboard Fast pulses with rubbingsounds, fri
tion, regularApplause Very fast 
laps 
omb, with fri
-tionEngine Engine_quiet Rattle, sewing ma
hine, video
ameraEngine_light High-freq. ma
hine noise, drill-likePower_tool Mid.-freq. ma
hine noise, ra
e
arEngine_heavy Low-freq. ma
hine noise,tru
k, tra
torNoise_tone Phone Classi
al telephone ring, ring-ingWhistle High-freq. toneSqueak Tire squeak, fri
tion squeak,high freq.Tone Steady tone, horn, alarmSiren Os
illating sound wavesNoise_ba
kgr_nat Water Dubbing, splashingMi
ro_blow Wind or breath hits mi
ro-phoneWind Guts, �ag 
latter, pulses,s
rat
hNoise_ba
kgr Radio Radio/TV in ba
kgroundWhite_noise Fuzzy signal, air 
ond., water-fall, humOther Other_
reak Open for unseen noises

event
S1 S2 S3Figure 1: S
hemati
 of a left-to-right HMM with threestates that is used to model events.tion, events are treated as words. The model level, thatis used in spee
h re
ognition to represent sub-words likephonemes, is not employed here. Thus, the whole re
og-nizer 
an be interpreted as a two-layer HMM. The �rstlayer is a fully 
onne
ted HMM in whi
h ea
h state is anevent, i.e., ea
h event 
an be a

essed at every time. Theobservations of these event states are themselves HMMsthat are trained independently using the extra
ted fea-tures. These events are modeled by left-to-right HMMswith three emitting states (
f. Figure 1) that was pro-posed in [13℄ as well. To estimate time regions in a signalin whi
h no a
tive event is present, an extra silen
e 
lassis modeled. The UBM is trained using all data.The number of Gaussian mixtures M for the event
lasses are optimized on the �fth (testing) fold.To estimate the time regions of events in a signal,Viterbi de
oding [12℄ is used. Sin
e the output 
an behighly fragmented, i.e., several insertion and deletion er-rors may o

ur, a �xed logarithmi
 probability insertionpenalty p is added to every event state transition [12℄.Thus, the probability to remain in an event/UBM/silen
estate 
an be in
reased and a less s
attered output isa
hieved. This parameter is also optimized on the �fthfold.For the multi
lass 
lassi�
ation system based onEq. (1), M and p are equal for ea
h event 
lass. Forthe binary 
lassi�
ation system based on Eq. (2), this isdone individually for ea
h binary de
ision.Metri
sAs evaluation metri
s, the F-S
ore and the a
ousti
 eventerror rate (AEER) are used based on frame-wise, eventonset (toleran
e 100 ms) and event on-/o�set (onset tol-eran
e 100 ms, o�set toleran
e 50% of event length) mea-sure [8℄. The F-S
ore
F =

2 · P ·R

P +R
(3)represents the relation between the pre
ision

P =
H

M
(4)and the re
all

R =
H

N
, (5)with H denoting the number of 
orre
t hits, M the num-ber of estimated events and N the number of referen
eevents.

DAGA 2015 Nürnberg

1526



 

 

PSfrag repla
ements binarymulti
lass
F

frame onset on-/o�set0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 PSfrag repla
ements binarymulti
lass
AEER[%℄

frame onset on-/o�set0

100

200

300

400

500

600

Figure 2: Mean (bars) and standard deviations (whiskers) of the F-S
ore F (left panel) and AEER (right panel) fromthe �ve-fold 
ross-validation for the multi
lass (
f. Eq.(1)) (bla
k) and the binary (
f. Eq.(2)) (white) 
lassi�
ationsystem based on frame-wise, event onset and event on-/o�set measure.The AEER is the sum of insertions I, deletions Dand substitutions S relative to the number of referen
eevents N , i.e., AEER =
I +D + S

N
. (6)ResultsThe evaluation is 
ondu
ted based on a �ve-fold 
ross-validation. In Figure 2, the results in terms of mean andstandard deviation for the F-S
ore (left panel) and theAEER (right panel) are depi
ted. It 
an be seen thatthe F-S
ore based on the onset and on-/o�set measureis higher for the binary 
lassi�
ation system. For theframe based measure, the multi
lass 
lassi�
ation systemis more a

urate. For the AEER, the multi
lass 
lassi�
a-tion system leads to fewer errors than the binary systemfor every measured 
ondition. Sin
e the AEER 
omprisesinsertion errors, the AEER is not limited to 100% error.Con
lusionIn this 
ontribution, we investigated AED for noisykindergarten environments . For this, a database 
on-sisting of real re
ordings 
ondu
ted in a day 
are 
en-ter for 
hildren and a kindergarten was re
orded. Sin
ethe annotation of the events within the database is 
om-plex, we proposed the use of a de�ned list of noisemes.Two HMM based 
lassi�
ation systems were tested. Themulti
lass 
lassi�
ation system is based on the 
ommonlyused maximum likelihood approa
h yielding one label pertime se
tion. The other proposed binary 
lassi�
ationsystem applies a set of binary de
isions between a modeland a UBM. Thus, it is 
apable of dete
ting multipleevents per time se
tion.The evaluation of these systems showed slightly betterperforman
e for the binary 
lassi�
ation system regard-ing the F-S
ore but worse based on AEER than the mul-ti
lass 
lassi�
ation system. However, the performan
esof both systems are still low. On the one hand, thisresults from the highly 
omplex s
enario with overlap-ping sounds. On the other hand, the labeling/evaluation

method may not be optimal for our appli
ation s
enario.For example, events like �
latter� and �kno
k� just di�erin the number of times they o

ur. Hen
e, if the 
lassi�-
ation system outputs multiple times �kno
k� instead of�
latter�, this leads to higher error rates. Furthermore,errors 
an o

ur from mixing up very similar 
lasses thatare not useful to dis
riminate against, e.g., �spee
h� and�mumble�. All these e�e
ts 
an 
over the a
tual perfor-man
e di�eren
e between the two proposed 
lassi�
ationsystems and redu
e the overall a

ura
y. Thus, labelingis 
ru
ial and of high importan
e. This will be furtherevaluated in the future 
onsidering this awareness.A
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