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Abstract
Speech is one of the important communication tools between the human and the machine within a car. Besides voice recognition, the speaker identity is an important information extractable from the speech signal. By detecting the speakers, the infotainment system may automatically be personalized according to their preferences and it may be utilized for speaker dependent speech recognition. The focus of this work lies in audio-based speaker identification in cars using the existing hands-free system. Many different features like Gammatone and Mel Frequency Cepstral Coefficients, Linear Predictive Cepstral Coefficients, Linear Predictive Coefficients and corresponding delta and delta-delta features are extracted from the speech. Linear Discriminant Analysis is used to reduce the dimensionality of the features. Gaussian Mixture Models are used as the classifier. The system is implemented to operate in real-time.

The speech data is collected from 11 different speakers inside the car, using the built-in hands-free microphones. The actual driving noise measured at 60 & 120 km/h is added to the signals. A classification accuracy of 99.1\%, 99.8\% and 98.3\% is achieved when the car is in idle condition, at 60 km/h and at 120 km/h, respectively.

Introduction
Speaker identification is a task of identifying who is speaking in a certain environment. There are two categories in speaker identification. Text-dependent identification, where the system is trained using a certain set of words and text-independent identification, where the system identifies the speaker from any words spoken. The latter is the focus of this work.

The infotainment system is an integral part of a car. The identification of the user inside helps in automatic personalization of the infotainment system according the users preferences. Reynolds et al. (1994) first introduced a text-independent speaker identification system using Gaussian Mixture Models (GMM) under normal acoustic conditions [7]. However, reverberation and running noises degrades the quality of the speech inside the car. This work evaluates the performance of the identification system under the realistic acoustic conditions within a car by extracting relevant features.

Measurement set-up
For this task, the speech data is collected using the recording setup built inside the car as shown in Figure 1. Two omnidirectional built-in microphones, near the central mirror, are used to record the speech from the front seat positions. Two omnidirectional microphones were installed at the back to record the speech signals from the rear seat positions. The distance between the two pair of microphones are maintained the same throughout the recordings (10 cms). The front microphones were situated in the intended positions and the rear microphones were manually installed. Only the speech recordings from the front-left position are considered for this work.

![Figure 1: A schematic diagram of the measurement set-up inside the car.](image)

Feature Extraction
As speaker identification has been the topic of interest from over four decades, many different features were proposed for this task [1]. Out of many, this work uses four different features that have proved effective for speaker identification. Mel Frequency Cepstral Coefficients (MFCC) are selected, as they have proven effective for speaker identification in many researches [3, 4]. Since they tend to fail under noisy conditions, Gammatone Frequency Cepstral Coefficients (GFCC) are selected, as they were shown to be more noise robust [2]. Linear Predictive Coefficients (LPC) are commonly used for spectral envelope representation of speech signals and Linear Predictive Cepstral Coefficients (LPCC) represents LPC in Cepstral domain [5]. Additionally, differential and acceleration coefficients are also extracted from the speech signals as they give a good representation of changes in the features with time.

Dimension Reduction
The feature set constitutes of 12 features, each with 12 dimensions, resulting in 144 dimensions. This is a huge set of data to represent a single audio frame, which might contain some redundant information. Therefore, there is a need to use a dimension reduction algorithm that selects the important features. Linear Discriminant Analysis (LDA) performs this task by projecting the feature set onto a hyper-plane. This method considers both the class and the feature-set to obtain a higher discriminating power.

Equation (1) represents the transformation matrix of LDA, known as Fischer’s criterion.
where, $W$ is the transformation matrix, $S_B$ is the between-class variance, $S_W$ is the within-class variance and $\lambda$ represents the eigenvalues of $W$. The solution for this problem is obtained by calculating the eigenvalues. The robustness of eigenvalues represents the ability to discriminate between different classes [6].

### Gaussian Mixture Models

Gaussian mixture models have been widely used in the field of speech processing, for speaker identification, speech recognition and denoising of speech signals [1, 7]. A Gaussian mixture model is developed for speakers by modeling the distribution of their feature-set. For a feature-set $x$, the mixture densities are defined as [8]

$$ p(x|\lambda) = \sum_{m=1}^{M} p_m d_m(x), $$

where, $M$ is the number of mixture components, $d_m(x)$ is the Gaussian density, parameterized by mean vector $\mu_m$ and covariance matrix $\Sigma_m$, and $p_m$ is the weight of the $m^{th}$ component, satisfying the condition $\sum_{m=1}^{M} p_m = 1$.

The expectation maximization algorithm is used to estimate the maximum-likelihood parameters.

$$ \hat{\lambda} = \arg\max_{\lambda \in \mathcal{L}} \sum_{i=1}^{L} \log p(x_i|\lambda_k), $$

In Equation 3, the speaker model $\lambda_k$ that generates the highest value is selected as the identified speaker $\hat{R}$.

### Data Collection & Test Cases

To train the classifier, the speech data is collected from 11 different speakers for a duration of 5 minutes using the built-in hands-free microphones inside the car. One of the noise sources that affects the speech in car is running noise, which constitutes of the noise generated by the engine, tire and wind [9]. Hence, actual car noise recorded at 60 km/h & 120 km/h is added to the speech signals. The performance of the system is evaluated for three test cases.

- When the car engine is on (idle)
- When the car is moving at 60 km/h
- When the car is moving at 120 km/h

When dealing with speech in the presence of background noise, it is important to consider the ‘Lombard effect’, which states that the humans have a tendency to increase their speech level in the presence of a background noise [10]. The approximate relation between the background noise level and the increase in the speech level is given from ITU-T recommendations and it is defined as [11]

$$ I(N) = \begin{cases} 0, & N < 50 \\ 0.3(N - 50), & 50 \leq N < 77 \\ 8.0, & N \geq 77 \end{cases} $$

where, $I$ is the dB increase in speech level in response to background noise and $N$ is the noise level measured inside the car in dB SPL (A). Therefore, in addition to the three test cases, the system evaluates the classification accuracy considering the Lombard effect.

The noise levels measured at the three test cases are given in Table 1. The highest speech level recorded is 78.6 dB SPL and the lowest speech level recorded is 68.2 dB SPL. The recorded speech levels cover a wide range of SNRs from 0 - 25 dB.

<table>
<thead>
<tr>
<th>Test cases</th>
<th>Noise level (dB SPL A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle</td>
<td>51.8</td>
</tr>
<tr>
<td>60 km/h</td>
<td>63.7</td>
</tr>
<tr>
<td>120 km/h</td>
<td>67.9</td>
</tr>
</tbody>
</table>

### Speaker Identification System

Figure 2 represents the tasks involved in speaker identification. Initially the speech data is collected from different speakers. A pre-processor divides the data into 20 ms frames and passes through a window function. A simple voice activity detector selects only the speech signals and the features are extracted. 60% of the data is dimension reduced and considered to develop the classification model. The remaining 40% of the data is used to test the developed model by evaluating the prediction accuracy.

![Figure 2: A representation of workflow in the speaker identification system.](chart)

### Results analysis

In order to develop a system that is efficient in terms of computation and time consumption, it is essential to find optimal values for crucial parameters.

**Time Duration**: The classification accuracy is initially calculated for speech signals of 20 ms frame duration. Since 20 ms is a tiny frame duration to convey any information through speech, the accuracy is tested for different time duration using majority-voting. This algorithm selects the
most identified speaker within a time duration and assigns him or her as the main speaker for that time duration. Figure 3 shows a plot of average classification accuracy across all the speakers, obtained using majority voting, against different time durations of speech signals.

**Figure 3:** Classification accuracy for different time duration using majority-voting algorithm.

It is observed from the plot that the classification accuracy increases with the time duration and reaches a saturation point at 1 second. Therefore, 1 second is considered optimal for further calculations.

**Gaussian components:** As the GMMs are used, it is important to select the optimal number of Gaussian components that can be used for the task. Using fewer components leads to a case known as ‘under-fitting’, where the model is not good enough even to fit the training data. Similarly, using more components can result in ‘over-fitting’, where the model learns the training data in detail, which might lead to poor performance on the test data. Figure 4 shows a plot of average classification accuracy over all speakers (blue) and the minimum accuracy observed for the speaker with lowest identification accuracy (red) against different number of Gaussian components.

**Figure 4:** Average & minimum classification accuracy for different number of Gaussian components.

The average accuracy gradually increases for more components and reaches a saturation point and the minimum accuracy follows a similar behaviour. It is essential to build a model that not only gives a good average accuracy, but also provides a good identification accuracy for individual speakers. Therefore, an optimal of 6 Gaussian components are selected.

**Feature-set dimensions:** One of the factors that affects the computation time of the system is the dimension of the feature-set, as higher dimensions results in higher time consumption. Figure 5 shows a plot of average classification accuracy over all speakers (blue) and the minimum accuracy observed for the speaker with lowest identification accuracy (red) against different dimensional feature-set.

**Figure 5:** Average & minimum classification accuracy for different dimensional feature-set.

The average accuracy reaches a maximum for 36 dimensions and remains the same for higher dimensions. Even though the minimum accuracy is higher for higher dimensions, it is practically inefficient to use them for real-time implementation. Therefore, an optimal of 36 dimensions are selected.

**Identification accuracy for test cases:** By considering the defined parameters, the average accuracy's across all speakers obtained for all the test cases are represented in Table 2.

<table>
<thead>
<tr>
<th>Test cases</th>
<th>Average accuracy in % using majority voting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean speech (idle)</td>
<td>99.1</td>
</tr>
<tr>
<td>At 60 km/h</td>
<td>99.7</td>
</tr>
<tr>
<td>At 60 km/h with Lombard effect</td>
<td>99.8</td>
</tr>
<tr>
<td>At 120 km/h</td>
<td>97.7</td>
</tr>
<tr>
<td>At 120 km/h with Lombard effect</td>
<td>98.3</td>
</tr>
</tbody>
</table>

When the developed system is tested against clean speech signals, 99.1% of the time it identified the speakers correctly. Similarly, an accuracy of 99.7% and 97.7% is obtained when the car is moving at 60 km/h and 120 km/h respectively. Additionally, when the Lombard effect is considered in the presence of background noise, the accuracy increased to 99.8% and 98.3% respectively.

**Conclusion**

A real-time noise-robust speaker identification system is developed using GMMs as the classifier. 6 Gaussian components are opted for this task with a feature-set of 36 dimensions. A wide range of SNRs is considered from 0 - 25

1806
dB and the speaker is predicted for every single second with an accuracy of 97.7%. Additionally, Lombard effect is found to increase the classification accuracy by 0.5 - 1%.

Some of the future works can be to assess how the classification accuracy varies with higher number of speakers, to identify "barge-ins" (sudden change in speaker) and to detect two or more simultaneous speakers.
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