Binaural Rendering of Ambisonic Signals via Magnitude Least Squares
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Introduction

Binaural rendering of order-limited Ambisonic signals is an active research area due to widespread adoption of the Ambisonic format for headphone-based reproduction of spatial audio content. When signal independent methods are considered, the problem is to find an optimal filter matrix which maps $J = (N + 1)^2$ $N$-th order Ambisonic signals to the two ear signals. The two challenges in the underlying optimization process are (i) how to define a cost function that encodes perceptual dissimilarity, and (ii) how to find the global minimizer. In recent studies [1, 2, 3] it has been shown, that minimizing the squared error between the order $N$ approximated head-related transfer functions (HRTFs) and a large set of measured/modelled head-related transfer functions (HRTFs) is a poor choice for low orders, as severe direction-dependent timbral artifacts are introduced. The observed rapid roll-off at high frequencies for frontal sources can be reduced by a global correction filter as suggested in [2], however, significant direction-dependent signal colorations remain. In [1] it was shown that signal colorations can be reduced by reducing the set of directions in the cost function. This approach is reminiscent of two-staged binaural rendering methods, where Ambisonic signals are first decoded to a set of virtual loudspeakers and then filtered with HRTFs corresponding to the loudspeaker directions. While these methods can rely on a rich body of research concerning loudspeaker-based reproduction of Ambisonic signals, it is unclear if these methods are optimal for headphone-based reproduction.

A rendering method specific to headphone-based reproduction is proposed in [3], where the colorations of rendered signals are significantly reduced by removing the linear phase from all HRTFs at higher frequencies prior to optimization. This approach is perceptually motivated as it can be assumed that altering the interaural phase difference (IPD) at higher frequencies is perceptually irrelevant [4]. Indeed, listening experiments conducted in [3] revealed, that the high-frequency phase modifications achieve a significant quality improvement over state-of-the-art methods.

The contribution of this work is twofold: Firstly, we evaluate the perceptual impact of high frequency phase modifications for different cut-on frequencies and signal types; and secondly, we show that the phase modification proposed in [3] can be viewed as an approximate solution of a noisy phase retrieval problem [5], and that the rendering quality can be further increased by solving the problem exactly.

Notation and Problem Formulation

In a nutshell, Ambisonic signals can be interpreted as the signals recorded by a set of virtual coincident microphones with directivity patterns that are proportional to spherical harmonics up to some order $N \ll \infty$. That is, the $j$-th Ambisonic signal due to a plane wave signal $s_0(\omega)$ from direction $\Omega = (\varphi, \theta)$, where $\varphi, \theta$ are the azimuth and elevation angle, respectively, is given by $a_j(\omega) = s_0(\omega)Y_j(\Omega)$, where $\omega$ denotes frequency and $Y_j(\Omega) = Y_n^m(\Omega)$ is the spherical harmonic of order $n$ and degree $m$ evaluated at $\Omega$, and $j = o(m, n)$ is a single index that depends on the ordering convention defined by the function $o(\cdot, \cdot)$. In vector notation this can be written as $\mathbf{a}(\omega) = s_0(\omega)\mathbf{y}(\Omega)$, where $\mathbf{a}(\omega) = [a_j(\omega)]_{j=1}^L$, and $\mathbf{y}(\Omega) = [Y_j(\Omega)]_{j=1}^J$. With the target ear signals $b_l(\omega) = s_0(\omega)H_l(\omega, \Omega)$ for $l \in \{L, R\}$, where $H_l(\omega, \Omega)$ is the measured/modelled HRTF, the goal is to find a rendering filter $\mathbf{w}(\omega)$ which yields an output signal $\mathbf{b}(\omega) = \mathbf{w}^H(\omega)\mathbf{a}(\omega)$. The perceived dissimilarity is written as

$$ w^*(\omega) = \arg\min_{\mathbf{w}} \int_{\Omega \in S^2} D(\mathbf{w}^H \mathbf{y}(\Omega), H(\omega, \Omega)) \, d\Omega, \quad (1) $$

where $D(\cdot, \cdot)$ is a distance function which models the perceived dissimilarity. In the remainder we omit the dependency on $\omega$ for brevity, and we drop the subscript $l \in \{L, R\}$ as the HRTF set is assumed to be symmetric about the sagittal plane.

Least-Squares Methods

From a perceptual viewpoint it seems reasonable to define the distance function in (1) in terms of important binaural and monaural cues. However, defining and minimizing a perceptually motivated cost function is not trivial. Therefore, all methods proposed in [1, 2, 3] use some variation of a least-squares (LS) formulation, i.e.

$$ \min_{\mathbf{w} \in \mathcal{K}} \int_{\Omega \in S^2} \left| \mathbf{w}^H \mathbf{y}(\Omega) - H(\Omega) \right|^2 \, d\Omega, \quad (2) $$

or its discrete approximation

$$ \min_{\mathbf{w} \in \mathcal{K}} \sum_{\Omega \in \mathcal{M}} \left| \mathbf{w}^H \mathbf{y}(\Omega) - H(\Omega) \right|^2 \quad (3) $$

$$ \equiv \min_{\mathbf{w} \in \mathcal{K}} \left\| \mathbf{Y} \mathbf{w} - \mathbf{h} \right\|_2^2, \quad (4) $$

1For ease of presentation, all numerical results in this contribution are given for the 2-dimensional case, i.e. we use circular harmonics rather than spherical harmonics.
where \( \mathcal{M} \) is a dense set of directions\(^2\) such that \( Y^H_M Y_M = I \), \( Y_M = [y^H(\Omega)]_{\Omega \in \mathcal{M}} \in \mathbb{R}^{[M] \times J} \), \( h_M = [H(\Omega)]_{\Omega \in \mathcal{M}} \in \mathbb{C}^{[M]} \), and \( \mathcal{K} \) is the domain over which \( w \) is optimized. When the LS problem in (4) is unconstrained (i.e. \( \mathcal{K} = \mathbb{C}^J \)), the solution is given by

\[
[w_{LS}]^* = Y_M^H h_M = Y_M^H h_M = SHT^M_N (h_M), \tag{5}
\]

where \((\cdot)^\dagger\) is a pseudo inverse, and \( SHT^M_N (\cdot) \) denotes the order-\( N \) truncated discrete spherical harmonic transform (SHT). That is, the LS solution is equal to the SHT coefficients up to order \( N \); alas, since the spatial complexity of HRTFs increases with frequency, a significant amount of energy is contained in modes up to order \( N = 35 \). Hence, the LS solution in (5) yields a severe spectral roll-off towards higher frequencies for low Ambisonic orders. To remedy this timbral artifact, the authors in [2] propose to apply a global diffuse-field equalization filter to the LS solution, which is equivalent to restricting the optimization domain in (4) to \( \mathcal{K} = \{ w \in \mathbb{C}^J : w^H w = \int_\Omega |H(\Omega)|^2 = \| h_M \|^2 \}_{2} \} \) yielding the scaled (equalized) LS solution

\[
[w_{LS}]_{eq} = \frac{\| h_M \|^2}{\| Y_M^H h_M \|^2} Y_M^H h_M. \tag{6}
\]

The global equalization term in (6) reduces the overall spectral roll-off, but as the local modal order of HRTFs is direction-dependent - with higher orders for frontal directions due to rapid phase changes - direction-dependent colorations remain for lower Ambisonic orders.

The authors in [1] propose a different modification of the LS problem: rather than compensating for the loss of signal energy with a global filter, \( \mathcal{M} \) in (4) is chosen to be sufficiently sparse such that higher-order modes are aliased down to lower-order modes. It has been shown, that this method effectively mitigates timbral artifacts, however, finding the optimal sparse set \( \mathcal{M} \) (number of sampling points, sampling scheme, rotation) is not straight-forward as it influences both monaural and binaural cues.

Recently, in [3] another variation of the LS problem has been proposed that yields a significant improvement of the perceived quality. The basic notion is to modify the target HRTF set \( H(\Omega) \) prior to optimization such that the energy in higher orders is reduced with minimal perceptual ramifications. The proposed HRTF modifications are based on two observations:

- Most of the energy in higher order modes is caused by rapid phase changes towards higher frequencies due to the off center location of the ears.
- With increasing frequency, the perceptual importance of interaural time differences (ITDs) decreases, while the relative importance of interaural level differences (ILDs) increases.

Consequently, a two-band HRTF modification scheme, referred to as time alignment (TA), has been proposed in...
where the modified HRTFs are defined as
\[
\tilde{H}(\omega, \Omega) = \begin{cases} 
H(\omega, \Omega) & \text{if } \omega \leq \omega_c \\
H(\omega, \Omega)e^{-i\phi_l(\omega, \Omega)} & \text{if } \omega > \omega_c,
\end{cases}
\] (7)

where \(\phi_l(\omega, \Omega)\) is the linear phase due to the ITD corresponding to direction \(\Omega\), and \(\omega_c\) is the cut-on frequency above which phase modification is applied. By subtracting the linear phase part for high frequencies only, the important ITD cues are preserved at low frequencies while signal energy in higher-order modes is significantly reduced. This in turn reduces the energy loss when the modal order is truncated, thus reducing the spectral rolloff towards higher frequencies.

Proposed Method

We can write the cost function in (4) as
\[
\min_{w, p} \| Y_M w - M p \|_2^2,
\] (8)

where \(M = \text{diag}(h_M)\), \(p = (e^{i\gamma(\Omega)})_{\Omega \in \mathcal{M}}\), and usually \(\gamma(\Omega) = 2\pi f / c\). However, it has been shown in [3], that defining \(\gamma(\Omega) = 2\pi f / c - \phi_l(\Omega)\) at higher frequencies significantly improves the quality of the solution. While removing the linear phase part from the HRTFs to reduce complexity. Therefore we propose to reformulate the LS problem as a joint minimization over \(w\) and \(p\), i.e.
\[
\min_{w, p} \| Y_M w - M p \|_2^2
\] s.t. \(|p_j| = 1 \quad \forall j = 1, \ldots, |\mathcal{M}|\), (9)

where we simultaneously seek the optimal HRTF phase modification and the corresponding optimal filter coefficients. This quadratically constrained quadratic program (QCQP) might be solved via the popular semidefinite relaxation method [6], however, by observing that this problem is equivalent to the phase-lift formulation of the noisy phase retrieval problem [5], we can rewrite (9)-(10) as
\[
\min_w \| Y_M w - \hat{h}_M \|_2^2,
\] (11)

where the objective is to approximate only HRTF magnitudes while ignoring the phase error. The proposed rendering filters, referred to as magnitude least squares (MLS) solution, are thus given by
\[
w_{\text{MLS}}(\omega_k) = \arg \min_w \left[ \lambda(\omega_k) \| Y_M w - h_M \|_2^2 + (1 - \lambda(\omega_k)) \| Y_M w - h_M \|_2 \right], (12)
\]

where \(\omega_k\) is the center frequency of the \(k\)-th bin, and \(\lambda(\omega) = 1\) if \(\omega \leq \omega_c\) and 0 otherwise. Finding the global optimizer of (12) for \(\lambda(\omega) < 1\) is non-trivial in general, however, we found that any local nonlinear optimization method can be used when the initial estimate for \(\lambda(\omega)\) is close to the optimal value.

Numerical Evaluation

In Fig. 1 the magnitudes of the approximated HRTFs \(H(\Omega) \approx w^H y\) are compared with the magnitudes of the target HRTFs \(H(\Omega)\) for \(N = 3\) and \(\omega_k = 6\) kHz. It can be observed that subtracting the linear phase from the HRTFs significantly improves the approximation (Fig. 1(b)) compared to the LS solution with diffuse-field equalization in Fig. 1(a), and that the proposed MLS approach (Fig. 1(c)) reduces the magnitude error even further. In order to evaluate timbral artifacts for different source directions and frequencies, we use the composite loudness level (CLL), defined as
\[
\text{CLL}(\omega, \Omega) = 10\log \left( |H(\omega, \Omega)|^2 + |H(\omega, \Omega')|^2 \right),
\]

where \(\Omega' = (\pi - \varphi, \theta)\), which is related to the perceived timbre. In Fig. 2 the CLl error
\[
\epsilon_{\text{CLl}}(\omega, \Omega) = \text{CLl} \left( H(\omega, \Omega) - \text{CLl}(\omega, \Omega) \right)
\]
is depicted for different methods with \(N = 3\) and a cut-on frequency of 2 kHz. In Fig. 3 the CLl error statistics for different Ambisonic orders are depicted for octave bands around 5 and 10 kHz, respectively. These results show that the proposed method consistently outperforms the two methods recently proposed in [2] and [3].
Optimal Cut-On Frequency

The present method and the method proposed in [3] rely on the assumption, that the relative perceptual importance of IPDs is negligible at high frequencies (compared to interaural level differences and perceived timbre). While this assumption is well motivated, it is not clear how to choose the cut-off frequency $\omega_c$ above which IPDs can be disregarded. We therefore conducted a listening experiment using a modified HRTF set as defined in (7). The experiment compared the modified HRTFs with cut-on frequencies $\omega_c = \{0, 0.5, 1, 1.5, 2, 3, 4, 5, 7\}$kHz in a MUSHRA-like procedure against a reference HRTF. Participants were asked to rate the perceived overall difference on a scale from no audible difference to severe difference. The presented test signals were continuously looped and participants were allowed to seamlessly switch between signals in real-time as often as desired. Overall, three source signals (speech, drum loop, and pulsed pink noise with 150ms hann-windowed ramps) and four source directions $\phi_q = \{10^\circ, -45^\circ, 80^\circ, -130^\circ\}$ were tested in a random sequence. The median and 95% confidence interval of ratings (7 participants, all male, average age 32 years) per source direction for the drum signal are depicted in Fig. 4. While for frontal directions cut-on frequencies above $\omega_c > 1.5$kHz are not significantly different to the reference (Kruskal Wallis test, $p = 0.51$), a minimum cut-on frequency of $\omega_c > 2$kHz is required for lateral directions ($p = 0.84$). Results for speech and pulsed noise showed similar direction-dependent behavior and are therefore not depicted here.

Results of the pooled data per source signal (all four directions) are presented in Fig. 5. The lowest cut-on frequencies which are not significantly different to the reference are $\omega_c = 2$kHz ($p = 0.164$), $\omega_c = 3$kHz ($p = 0.326$), and $\omega_c = 4$kHz ($p = 0.413$) for speech, drums, and pulsed noise, respectively. The increased phase-sensitivity for pulsed noise is explained by onset ITD and envelope ITD evaluation. However, for natural signals (speech, drums) a cut-on frequency as low as $\omega_c = 2$kHz is considered to be sufficient (well inline with duplex theory [7]).

Conclusion

We proposed a method to design binaural rendering filters for Ambisonic signals based on magnitude-only optimization at high frequencies. It has been shown that errors related to the perceived timbre of order-limited Ambisonic signals can be significantly reduced by disregarding interaural phase differences above some cut-on frequency. In a formal listening experiment we found, that this cut-on frequency can be as low as 2 kHz for most signals.
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