Learning Acoustic Features from the Raw Waveform for Automatic Speech Recognition

Tobias Menne, Zoltan Tüske, Ralf Schlüter, Hermann Ney
Human Language Technology and Pattern Recognition, Computer Science Department, RWTH Aachen University, Aachen, Germany.
Email: {menne, tuske, schlueter, ney}@cs.rwth-aachen.de

Abstract
Automatic speech recognition (ASR) usually is performed by using hand crafted preprocessing, which extracts relevant information from the speech waveform, while reducing the redundancy of the resulting feature vectors. Prominent examples are the Mel frequency cepstral coefficients (MFCCs) or the Gammatone (GT) filter bank, originally designed for the use in Gaussian mixture hidden Markov models. However, the successful introduction of neural network (NN) acoustic models has raised the following question: can preprocessing become part of the acoustic modeling and training, taking unprocessed waveforms as direct input? Recent work shows that indeed a fully connected feed-forward NN, is able to learn the feature extraction as part of the acoustic model to a large extent. Introducing convolutional layers in the first stages of the NN further closed the performance gap to hand crafted preprocessing. Improvements, even for multi-channel speech input, are reported on top of manually designed preprocessing, using large amounts of training data for a proprietary task. In this work, waveform based ASR modeling and training is investigated and analyzed for a publicly available medium sized data set, namely the CHiME-4 data set, which supplies real multichannel noisy data for training and evaluation.

Introduction
For ASR systems based on Gaussian mixture model (GMM)-hidden Markov models (HMMs), manually defined feature extraction was a key part in developing high performing noise-robust acoustic models [1, 2, 3]. With the recent advance of deep neural network (DNN) based acoustic models [4], there have been several attempts to include the feature extraction into the acoustic model. E.g. in [5, 6] Mel-like filters are optimized during training. Recent studies also show, that the complete feature extraction can be learned automatically [7, 8] from the raw time signal. Although thus far large amounts of data are necessary to reach the performance of systems based on cepstral features [9]. Using network architectures, which imitate steps from the standard feature extraction, can somewhat mitigate the amount of data needed [10, 8, 11]. In [12, 13, 14] work on proprietary data has been presented on not only learning the feature extraction from the raw time signal, but also learning the beamforming operation for multi-channel, noise robust ASR. This work has been done on 2000 h of noisy training data. Here we present a single channel system using the raw time signal as input for a multi-channel, noisy ASR dataset, namely the CHiME-4 dataset [15]. This system can be used as a baseline system for future work on multi-channel ASR on the raw time signal using a non proprietary dataset.

The remaining paper is structured as follows. The first section sets the work presented here into the context of prior work. The acoustic model architecture used here to do ASR on the raw time signal is described in the following section, before the experimental setup is described. This is followed by a presentation and discussion of the results of the experiments before a brief conclusion and outlook are given.

Relation to prior work
This work analyses the architecture presented in the companion paper [16], when applied to a small, noisy dataset. Here the CHiME-4 dataset [15] is used. The architecture which is presented in [16] and used here is an extension of the architecture in [8], where the usual max pooling layer is substituted by a second level time convolution, which enables the network to exploit various sampling rates. This work describes a baseline system for future work on ASR on multi-channel raw time signals on a non proprietary dataset, as e.g. presented in [12].

System overview
The following is a review of the system presented in [16].

Figure 1 shows an overview of the system. In a first step a time convolutional layer is used:

\[ y_{k,t'} = s_t * h_{k,t'}^{\text{TF}} = \sum_{\tau=0}^{N_{\text{TF}}-1} s_{t+\tau-N_{\text{TF}}+1} \cdot h_{k,\tau} \]  

(1)

Where \( s_t \) is the input signal, \( y_{k,t'} \) is the output after applying filter \( h_{k,\tau}^{\text{TF}} \) of the filterbank. Sub-sampling in time is assumed, e.g. by a factor of 10, such that \( t = 10 \cdot t' \). This step is motivated by the time-frequency decomposition (TF) of the signal as e.g. done by the short-time Fourier transform (STFT) with a fixed filterbank [11]. The filterbank has a finite impulse response \( N_{\text{TF}} \). The next step extracts the amplitude spectrum from the down-sampled TF filter outputs by envelope detection:

\[ x_{i,k,t'}^{\text{FIR}} = f_2 \left( \sum_{\tau=0}^{N_{\text{ENV}}-1} f_1 \left( y_{k,t'+\tau-N_{\text{ENV}}+1} \right) \cdot l_{i,\tau} \right) \]  

(2)
Where $l_{i,t'}$ are assumed to be low pass FIR filters with a response of $N_{ENV}$ samples. $f_1$ describes the rectification and is a rectified linear unit (ReLU) [17] or absolute value function in the network architecture. Envelope detection is usually integrated as non-parameterized function in acoustic models, which are working on the raw time signal, e.g. max pooling [18], average [9], p-norm [11]. $f_2$ describes a logarithmic or root compression, which follows the envelope detection, accounting for the hearing working on a non-linear scale [1, 2, 3]. Multiple filters $l_{i,t'}$ are learned, which are shared not only in time but also between the TF filters. If $N_{ENV}$ and max($i$) are chosen large enough, this allows for multi-resolutional sampling of $f_1(y_{k,t'})$, despite each $x_{i,k,t''}$ having the same sampling rate. After concatenating the extracted feature vectors of neighbouring frames, this network structure is followed by feed-forward ReLU layers. The system is compared to a baseline which uses 16 dimensional mean and variance normalized MFCC features.

**Experimental setup**

The network architecture described in the previous section is evaluated on the data of the CHiME-4 speech recognition task [15]. The CHiME-4 dataset consists of real and simulated 16 kHz, multi-channel audio data. A microphone array with six channels was arranged around a tabled device, where five of the microphones were facing towards and one microphone was facing away from the speaker. The corpus is based on the 5k WSJ0-Corpus. The real recordings and simulations have been done in four different real-world noise environments. Those environments are on a bus, in a cafe, in a pedestrian area and at a street junction. The training set contains approximately 18 h of data per channel recorded from 87 different speakers.

For the experiments presented here the feature extraction structure described in the system overview section is followed by 12 feed-forward layers, with 2000 units each. The data used for the training of the acoustic model is the audio data of the five microphones facing towards the speaker. Every channel is considered as a separate recording for the training. Furthermore optional fine-tuning of the acoustic model is done by processing the training data with the baseline beamformer (BFIT) [19], which is provided with the CHiME-4 data. The fine-tuning is then done by training the acoustic model on the preprocessed data and using the model trained on the unprocessed data as initialization. The cross-entropy criterion was used for training the acoustic model using stochastic gradient descent with momentum, l2 regularization and discriminative pretraining [20]. The sub-sampling was done with 160 · $t''$ = 10 · $t'$ = $t$, for $s_t$ sampled at 16kHz. The TF decomposition was performed with 150 filters with a length of 512 samples. The $l_{i,t'}$ filters have a length of 40 samples and max($i$) = 5. 17 frames were concatenated after the feature extraction structure to increase the context for the computation of a single posterior vector. Results are provided for the real development and real evaluation set of the 6-channel track of the CHiME-4 speech recognition task. The recognition is done on the 5th channel of the development and evaluation data and on the data preprocessed by the BFIT algorithm. Decoding is done with the 5-gram language model provided with the CHiME-4 data. The RASR toolkit [21] was used to carry out the experiments.

**Experimental results and discussion**

Table 1 shows the results of the experiments on the CHiME-4 dataset for the various subsets of different noise environments. It contains two mismatch scenarios, where either the acoustic model is fine-tuned with the preprocessed training data or the test data is preprocessed, but not both. The results show, that among the mismatch scenarios it is more beneficial to preprocess the test data and use it as input for the system, which is not fine-tuned, than using unprocessed test data as input to the fine-tuned system. Even more, it can be seen that if the unprocessed test data is used, the word error rate (WER) using the fine-tuned system is generally worse than with the system, which is not fine-tuned. On the other hand, the system, which is not fine-tuned, generally works better on the processed test data. This is despite the mismatch between training and test data. But the results also show, that the system applied to the raw time signal, which is...
Table 1: WER (%) of the described system on the CHiME-4 data. The column Fine-tuned indicates whether the acoustic model has been fine-tuned with the preprocessed training data. The Beamformed column indicates whether the decoding data has been preprocessed by the beamforming algorithm, otherwise the decoding data is the unprocessed channel 5.

<table>
<thead>
<tr>
<th>Features</th>
<th>Fine-tuned</th>
<th>Beamformed</th>
<th>Dev</th>
<th>Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>19.7  14.2</td>
<td>9.7  13.7</td>
<td>14.3</td>
<td>30.4 35.2 20.2 16.6 23.1</td>
</tr>
<tr>
<td>raw TS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>30.7 19.9</td>
<td>17.5 21.3</td>
<td>22.4</td>
<td>63.6 38.6 34.0 25.0 40.3</td>
</tr>
<tr>
<td>+</td>
<td>30.1 15.6</td>
<td>16.1 17.9</td>
<td>19.9</td>
<td>49.9 27.4 24.3 23.6 31.3</td>
</tr>
</tbody>
</table>

not fine-tuned, can not benefit from the preprocessing of the test data to the same extend as the system using MFCC features.

Both systems generally perform better when the acoustic model is fine-tuned to the preprocessing, when preprocessed test data is used. The results show, that the system applied to the raw time signal benefits more strongly from this adaptation than the MFCC system.

This suggests, that the features learned by the system, at least when trained on the small amount of data used here, are not as robust to a mismatch scenario as the MFCC features.

Generally the system using MFCC features outperforms the system applied to the raw time signal by a relatively large margin. But the results suggest, that the raw time signal system is able to learn usable features even on the small and noisy CHiME-4 dataset. Furthermore the experiments show, that when using a system applied directly to the raw time signal, applying preprocessing both during the training and during decoding has a more significant impact on the performance than for MFCC systems. Therefore it would be interesting to compare the system presented here to a system attempting to also learn the preprocessing of the multi-channel signals directly from the raw time signal.

Conclusion and outlook

In this work we applied the acoustic model architecture proposed in [16] for ASR on the raw time signal to the 18 h, small, noisy CHiME-4 dataset. The results indicate, that a system using MFCC features still outperforms the raw time signal system by a significant margin, when using such a small amount of data. Compared to the MFCC features, the features learned by the network are less robust to different kinds of noises and more sensitive to a mismatch between training and evaluation data preprocessing. Nevertheless the results are a promising baseline to use this non proprietary dataset for multi-channel ASR on the raw time signal, which has thus far only been published on proprietary tasks, e.g. [12].
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