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Abstract
In this paper, we introduce the new formant tracker of
Sound Tools eXtended (STx) version 5.0, an acoustic
speech and sound processing application. Formants oc-
cur at the resonant frequencies of the human vocal tract
and can be correlated with articulatory features such as
tongue height and backness. They are indispensable for
acoustic phonetic analysis since they allow for an iden-
tification of vowel sounds. Our formant tracker uses dy-
namic programming to find the best path among formant
candidates derived from Linear Predictive Coding (LPC)
analysis. The transition and observation costs in the
search algorithm are optimized with manually corrected
formant tracks. The new version of STx 5.0 also has
an interface to WebMAUS that allows automatic pho-
netic transcription and segmentation of speech for dif-
ferent languages. Furthermore STx 5.0 contains an inte-
grated, simplified and compact GUI, designed for speech
analysis for phoneticians, linguists, psychologists, and re-
searchers in related fields.

Introduction
Sound Tools Extended (STx) is an acoustic speech and
signal processing application for Windows. It provides
tools to analyse, visualise, segment, and annotate wave
files. For non-commercial, scientific and educational pur-
poses, we offer STx free for download [2].

STx has an adjustable formant tracker and allows for
manual correction and reassignment of formant trajec-
tories. Information on segments and formants is stored
in an automatically generated text file that can be used
for further processing and analysis. The settings for all
shown functions are readjustable in a window.

It uses its own annotation file format, but can import
and export PRAAT TextGrid files [3]. The new version
of STx 5.0 also has an interface to WebMAUS that al-
lows automatic phonetic transcription [4]. Further fea-
tures are automatic detection of silences/pauses, a speech
recorder, real time spectrogram, an anonymization tool,
and an easy editing of sound files.

STx has been used in Phonetics, Speech Synthesis, Foren-
sics Bioacoustics, Analysis of noise, Musicology, and Neu-
roscience. A more detailed description of STx and its
features can be found in [1].

Formant tracking review
The main application of formant tracking nowadays lies
in acoustic phonetics and forensic speech science. Dif-
ferent approaches have been applied for formant track-
ing using Hidden Markov Models (HMM) [5], graphical
models [6], or dynamic programming [7]. It has also been
shown that the inclusion of context-dependent phone-

mic information can improve formant tracking results
[8]. In the past formant tracking was also important for
speech synthesis [10], which has changed as other syn-
thesis paradigms have been developed in the last decades
[11]. The most prominent approach for detection of for-
mant candidates is Linear Prediction (LP) [9].

Training data
As training material we use the first 4 formants of
our corpus “Österreichisches Deutsch (OeD)” (“Austrian
German”), a corpus that was collected within differ-
ent projects between 2008 and 2019. The subset con-
sists of 250 recordings of male and female speakers with
30000 formant data sets where most are manually veri-
fied and/or corrected. All formant tracks have compara-
ble analysis settings with a frame length of ≈ 40ms and
a hop size of ≈ 2.5ms. LP analysis is used to estimate
formant candidates.

Our guiding principle for selecting formant tracks for
training was that ideally segments should be syllables,
words, or phrases and should contain vowel transitions to
also have these transitions included in the model. This
principle led to the selection of material where

• we only use formant tracks with at least 40 measure-
ments to exclude random or spurious measurements.

• We only use segments with a length between 40-
400ms. The lower limit comes from the frame length,
the upper border is due to the fact that tracks
which were corrected by phoneticians are mostly
short ones.

• Only select formant tracks computed with frame
length of 40ms – 50ms and hop size 2ms – 2.5ms.

This leads to 30000 formants from 250 recordings. An
analysis of different subsets of this corpus showed that
the model parameters have similar distributions, which
allows use to conclude that the data is homogeneous. The
number of male and female speakers is in a similar range.
The speaker database also contains additional informa-
tion on gender, age, dialect/standard language variety,
and word lists for recordings in Standard German. What
we did not evaluate at the moment is if the selection is
phonetically balanced.

Algorithm1: Formant tracking with miss-
ing formants
The formant tracks are computed using the Viterbi algo-
rithm, a dynamic programming method shown in Figure
1. δj(t) is the probability of being in state j at time t
that is computed by taking the maximum probability of
all previous states and multiplying it with the transition
probability aij and observation probability bj(ot):
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Figure 1: Viterbi algorithm.

δj(t) = max
1<i<N

[δi(t− 1)aij ] bj(ot).

Together with δj(t) we also have to keep track of the
state that maximized the probability at each step with
the function ψj(t):

ψj(t) = argmax
1<i<N

[δi(t− 1)aij ] .

After computing δj(t) and ψj(t) for all times t and all
states N , we can use ψj(t) for backtracking to find the
best state path in the model as shown in Figure 2.

In our case a state is defined as a possible combination
of formants, a formant pattern e.g. {F1, F2}, {F1, F3},
{F1, F4}, {F1, F2, F3}, ... This state space also takes
into account that not all formants are present all the
time. With 4 formants there are 24 − 1 = 15 different
possible formant patterns, the number of subsets of a set
with 4 elements minus the empty set that we are not con-
sidering. The transition probability between the empty
set and other formant patterns could be easily computed
from the database, but the computation of the observa-
tion probability is less straightforward. We therefore use
F0 tracking to decide if formants should be present or
not and then do the formant tracking.

The transition probabilities aij , giving the probablity of
going from one state j at time t− 1 to another state k at
time t is given by:

aij = P (St = sk|St−1 = sj)

and estimated from the formant training data.

For each frame a set of formant frequency candidates is
computed, using the LPC speech model. We use only
frequencies because our training data set does not con-
tain band-width values. For these candidates the possi-
ble states (per frame) and transitions (frame to frame)
are build. The state/transition probabilities are used to
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 Overview

STx - Analysis Window

• Adjustable formant tracker
• manual correction and 

reassignment of formant 
trajectories

• The workspace of STx 5.0 is 
partially hierarchically 
structured.

• Segment and formant 
information stored in auto-
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functions readjustable in 
window
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Short Term Spectrum: spectral slice at active cursor

Computed values for formants and F0 between cursors

Parameter Statistics
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• Export to PRAAT and other 
applications for speech/
acoustic research sciences 

• Interface for webMAUS [2]
• Automatic detection of si-

lences/pauses
• Recorder 
• Real time spectrogram
• Anonymization tool
• ���¢ȱ�������ȱ��ȱ�����ȱę���

Further functions

Formant Tracker
• �����ȱ�������������ȱ�ǻ�������Ȭ��Ĵ���Ǽǲȱ�ȱ
�����ȱ��ȱȱ��ę���ȱ��ȱ��������ȱ�����������ȱ��ȱ
formants  in a frame (e.g.: p(f1,f2), p(f1,f3), 
p(f1,f4), p(f1,f2,f3), p(f1,f2,f4), … )

• �����ȱ����������ȱ�����������Ǳȱ�ǻȱ�¢ǻ�ƸŗǼȩ�¡ǻ�ǼǼǲȱ
probability of a transition from state Sx to 
Sy

• distribution of the frequency and gradient 
of each formant

Model Parameters

• for each frame a set of formant fre-
quency candidates is computed, 
�����ȱ���ȱ���ȱ������ȱ�����ǲȱ �ȱ���ȱ
only frequencies because our trai-
ning data set do not contain band-
width values

• for these candidates the possible 
states (per frame) and transitions 
(frame to frame) are build

• the state/transition probabilities are 
used to compute the probabilities of 
possible pathes and a backtracking 
algorithm (viterbi) is applied to get 
the best path

Optimization Method 

• 4 formants
• signal segments from a subset of the ARI 
������ȱ��������ȱ�����ȱ���
* the subset consists of 250 recordings of male 

& female speakers with 30000 formant data 
����ȱǻ����ȱ���ȱ�������¢ȱ����ę��ȱ���Ȧ��ȱ���-
rected)

* all formant data have comparable analy-
���ȱ��Ĵ����ȱǻ�����ȱ������ǱȱǅŚŖ��ǰȱ�����£�Ǳȱ
ǅŘǯś��Ǽ

Training Data Set

• Phonetics [3] [4] [5] 
• Speech Synthesis [6] 
• Forensics [7] 
• Bioacoustics [8] [9] [10] 
• Analysis of noise [11] 
• Musicology [12] 
• Neuroscience [13] 

Fields using STx

Figure 2: Formant tracker showing the formant candidates
(top) and formant tracks after Viterbi search (bottom) for the
word “diesmal” [d i: s m a: l] of a male speaker.

compute the probabilities of possible paths and a back-
tracking algorithm is then applied to get the best path.

For implementing the observation probability bj(ot),
where ot is a number of formant candidates and j is a
formant pattern we use formant ranges Fmin(1− n) and
Fmax(1 − n) to associate a formant pattern with for-
mant candidates and compute the cost of the formant
pattern / formant candidate combination. The formant
ranges are defined as F1=50 . . . 1550, F2=400 . . . 3400,
F3=1400 . . . 4600, F4=2500 . . . 6000 (Hz). Furthermore
we also use the probability of a certain formant pattern
e.g. P ({F1, F2}) that can be estimated from the training
data.

Algorithm2: Formant tracking with for-
mant sub-ranges
The second variant takes into account that the first vari-
ant produces the same δi(t − 1)aij values at a certain
time for different states i. In this case the best transition
is decided with the mean distance. Since vowels are not
only discerned by the absolute value of the formants but
also by the relation between the formants we applied the
following model.

Each formant is defined by a generously chosen formant
range. This range is then divided into multiple bands
(e.g. low / medium / high). The states are then defined
by all formant and band combinations, e.g. {(F1, low),
(F2, high), (F3, medium), (F4, low)}, ... without consid-
ering missing formants. This leads to 34 = 81 possible
combinations. Also taking missing formants into account
would generate 44 − 1 = 255 possible combinations. The
algorithm proceeds in the same way as in Algorithm1.
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Conclusion
We have presented the new formant tracker of Sound
Tools eXtended (STx) version 5.0. At the moment Algo-
rithm1 is implemented as a script that can be run from
STx, and Algorithm2 is available in a test version. The
algorithms are based on the Viterbi algorithm and use
estimated parameters from a formant database. The al-
gorithms works with a small amount of training data and
also allow for the manual tuning of several of it’s param-
eters like formant ranges. Our algorithms are similar to
the formant tracker proposed in [7] but we also include
missing formants in our state space. Its integration into
the powerful STx program will make it usable for re-
searchers in many different fields.
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