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Introduction
“Can you hear where you are in a room?”, is an impor-
tant question for determining to which extend the acous-
tic rendering in extended realities with 6 Degrees-of-
Freedom (6DoF) needs to be position-dependent. In our
experiment, we assess the ability to understand position-
dependent room acoustical differences using a novel “vir-
tual blindfold” test design. In this design, subjects are
asked to associate the sound they hear when walking
around a loudspeaker in a certain part of the room, with
different position in the model presented visually using a
head mounted display (HMD) to chose from.

Pioneering work about distinguishing different positions
in a room was published by Shinn-Cunningham [1], where
participants had to recognize different positions in a
room, by listening to static binaural room impulse re-
sponses. Already in this study, it became clear that de-
termining the position in a room based on acoustic in-
formation alone is generally a difficult task. Participants
were only able to differentiate between two positions close
to a wall and two positions in the room occasionally.
Best performance was obtained for the maximally tested
source distance of 1 m, and a source azimuth of −90◦.

More recently, Neidhardt has conducted a number of in-
teresting experiments. In [2], she used room simulations
to conduct a test in which participants identified posi-
tions on a map, with static or dynamic binaural render-
ing and using an omnidirectional or a loudspeaker source.
After a short training, performance was slightly above
chance, and an improvement was observed in the course
of the test. In [3], participants were presented with pic-
tures and a map of a meeting room along with dynami-
cally rendered binaural sound. In a training session, they
were allowed to add items to a single choice comparison
one-by-one. Also during the test, items were added con-
secutively, so that participants first had to decide with in
a smaller subset. Feedback was given after each round of
assignment. Using this learning-focused approach, par-
ticipants performed well above chance, when selecting be-
tween a reduced set of stimuli, and slightly above chance
for the full set of 5 positions.

In [4], positions from the same room was used along with
360◦ pictures presented over a VR headset, participants
had to match one of four binaural reproductions to each
picture. It was found that only some participants (“learn-
ers”), where able to improve during extensive training.
Here, it was concluded that without training, listeners
would not notice position mismatches. In [5], measurable
and perceivable differences between auditory attributes
were investigated.
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Figure 1: Variable acoustics room Arni and the five loud-
speaker zones. The left lower corner was set to an aborb-
ing setting, all other surfaces were reflective.

Motivation
All in all, the prior work suggests that associating the po-
sition in a room based on a map [1, 2, 3] or 360◦ pictures
presented on an HMD [4] with the acoustics is extremely
hard, unless extensive training is performed. However,
all these experiments were done using headphone render-
ing, without individualized binaural synthesis, and not
offering 6DoF movement. In experiments that offered
head tracking, participants were reported to rarely use it
[2] or decreased their use after they had identified spe-
cific cues [4]. Given that performance above chance was
only possible after training, it is likely that participants
focused on remembering small differences along certain
attribute dimensions. Assuming that trained expert per-
formance is the only way of achieving correct answers in
such a task, 6DoF acoustic rendering would be deemed
nearly unnecessary.
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Figure 2: View into the back left corner of the room.
Loudspeaker at Pos 3 in the foreground. The left lower
corner shows the virtual room, the right upper corner the
real room.

In our test, we want to assess how participants perform
without training, only using their expectation of how a
room should sound, though under best case conditions.
Using the virtual blindfold design, we manage to do so
without using headphone rendering at all. Participants
can use their own ears listening to real loudspeakers in
a real room. For a most natural experience, they can
move with 6DoF in the real room while being presented
with a 3D model of the room in the HMD. This allows
them to examine the soundfield anywhere within a de-
fined walking zone, and especially also behind the loud-
speaker, which is favorable as [5] has shown that position
dependent differences are easier to perceive behind a di-
rective source, where the DRR is low. With the virtual
blindfold design, we can create strong place illusions and
provide a scenario which mimics a practical VR use-case
with optimal acoustic rendering. If participants can not
identify their position even under these conditions, we
can conclude that position dependent differences do not
need to be rendered for VR experiences, unless further,
still unknown, perceptual or cognitive consequences of
incorrect rendering should be found in the future. By
creating a rather irregular acoustic field with large dif-
ferences between the positions, we also hope to get clues
about which kind of differences are recognizable. Strictly
speaking, all conclusions are limited to the tested room.

Method: Virtual Blindfold Design
The virtual blindfold technique is based on a 3D model
of an existing room. Nowadays, such a model can be
created by means of 3D scanning. For this, the iOS ap-
plication 3D Scanner App1 was employed, which uses the
LiDAR depth camera system built into recent Apple iPad
models. After the scanning, the model is imported into
Unity as an .fbx file. Since during each trial, only one of
the five loudspeakers will be visible, a loudspeaker model
was created separately. Also the chair was scanned sep-
arately, so that it can be moved to the correct position
on each trial as well.

As a next step, the virtual room model needs to be

1https://www.3dscannerapp.com/

aligned to the real room. For this, an alignment routine
was implemented, in which the experimenter uses one of
the controllers to touch four prominent points in the real
room that are defined in the virtual room. After acquir-
ing the positions of these points, Procrustes analysis is
applied to rotate and shift the virtual room to match the
real one.

To run the test, an Oculus Quest 2 is placed on the partic-
ipant’s head, showing the room model. A silicone cover
ensures that the device is optically sealed. Participants
are asked to sit down on a chair that is attached to a
platform with large wheels. The HMD is set to show a
black screen and participants are moved around in the
room, until they have lost orientation. Using the chair,
such confusion is typically achieved after a few seconds
already. After the chair was placed in one of the five walk-
ing zones (see Fig. 1), the experimenter pushes a button,
which triggers two events: First, the loudspeaker in the
current zone is activated. Second, the HMD shows the
virtual room and the trial begins. While the participants
are now able to walk around the loudspeaker in the zone,
they can use the handheld controller to switch the virtual
perspective shown in the HMD. In this way they visually
jump between the five different zones in the virtual world.
When doing so, the loudspeaker in the virtual represen-
tation remains at a constant position, the surrounding
world is rotated and shifted. Participants are then asked
to select the position which they believe corresponds to
their position in the real room, and sit back down on the
chair. The screen turns black and the listener is moved
into another zone, for the next trial.

In total, there were 17 trials per participant. Most par-
ticipants examined the scenes closely, and completing
the test took approximately 1.5h. After an introduc-
tion that always took place at the central position (Pos
3), the stimuli were presented in random order. After
half the trials, a break was offered, also in the center of
the room. Some participants needed allowed extra breaks
and three participants completed the test in two sessions.
On rare occasions, the device lost tracking and a break
was needed for re-calibration. After the introduction,
each of the five positions occurred once with an anechoic
female speech recording (LAeq = 65 dB at Pos. 3, 1 m
on-axis) and once using a drum loop (LAeq = 72 dB at
Pos. 3, 1 m on-axis). For calibration, all loudspeakers
were moved to Pos. 3, such that after placing them back
to their designated position, all occurring level differences
are only of room acoustical origin. As control conditions,
all positions occurred once in silence. Moreover, at two
trials, a loudspeaker on the desk in the back right cor-
ner was activated instead of the loudspeaker in the zone.
During these control trials, participants could use their
ability to localize the loudspeaker to make the decision.

The room condition and the positions were selected care-
fully. The dimensions of (8.7 m × 6.18 m × 3.5 m, are in
a similar range as the rooms used in [1, 3]. However, the
used variable acoustics room “Arni” [6] allows for greater
variability within the room.
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Figure 3: Confusion matrix showing the true, physical
positions and the participants’ responses. Overall per-
centage correct, pc = 45.6% The left side shows the num-
ber of correct responses per physical position. Pooled re-
sults for speech and drums stimuli. The position in the
absorbing corner was recognized almost always.

The walls contain 55 variable acoustic panels, which were
all set to the reflective setting, except for those in the
back left corner (see Figure 1). These were set to the
acoustically absorbing setting and a heavy curtain was
drawn closed in front of them. In this configuration, the
room had a reverberation time of T30 = 0.79 s, measured
at the central Pos. 3. For two positions, the loudspeaker
played into the open room (Pos. 2 and 3), with the only
difference that the side wall and especially the back wall
were more distant at Pos. 3. Also Pos. 4 is relatively
central, it even overlaps with Pos. 3, but the loudspeaker
is pointing towards the absorbing wall. At Pos. 1 on the
other hand, the loudspeaker faces a hard reflecting door
and participants were close to a reflecting wall on the
left. Finally, Pos 5 is put in the absorbing corner.

8 participants (5 male, 3 female) took part in the test
(mean age 28.75). They were all master or PhD students
at the Aalto Acoustics Lab. Before the test, they signed
an informed consent form and after the test, a question-
naire was administered, asking about the test experience
and personal background in music, audio and acoustics.

Results
All in all, some participants found the test very hard,
while others thought that is was doable. Asking about
the difficulty of the test, the mean score on a scale from
1 to 10 was 6.75 (SD=1.39). In terms of the virtual
room model, when asked ”How strongly was the virtual
model capable of creating the illusion of being at a dif-
ferent place in the room?”, the mean response was 8.63
(SD=0.92). Also when asked how the experience felt as
a whole, the design received positive feedback (“cool”,
“new”, “a lot of fun”, “fairly seemless”, “quite immer-
sive”). However, two participants also thought that the
test was “rather dissorienting”, possibly indicating that
they did not feel completely comfortable in the virtual
environment, which could potentially influence the re-
sults.
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(a) Speech. pc = 35.0%
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Figure 4: Confusion matrices separated by the two signal
conditions.

Turning towards the results, it appears that listeners
were able to identify specific positions rather well, while
others were nearly impossible to associate to the visual
representation, see Figure 3. Most notably, they were
consistently able to recognize the position in the corner
of the room (Pos. 5), which was identified in 11 out of
16 cases. If participants had merely been guessing be-
tween the five alternatives, obtaining 11 or more out of
16 decisions has a probability of pguess = 3.3 · 10−6, fol-
lowing the binomial distribution. Pos. 4 was identified
frequently too, in 9 out of 15 cases (one trial had to be
discarded). For Pos. 4, the difference between the speech
and the drum signal was especially strong: The position
was always identified correctly in case of the drum sam-
ple (pguess = 1.28 · 10−5), but only twice for the speech
sample, which can not be considered a significant number
of identifications (pguess = 0.42). Furthermore, the more
central positions exhibit some distinctive confusion pat-
tern. Pos. 1 for example was never confused with Pos 2.
Note that close by walls are on the opposite sides. Pos.
2 and Pos 3. where however commonly confused with
all other positions. In these cases, the main radiation
direction of the loudspeaker is into the open room.
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Apart from the signal conditions, it should be mentioned
that participants performed slightly above chance for the
silent condition (26% correct). The performance in the
silent condition can partly be explained by participants
trying to localize a faint hum due to some electrical in-
stallations in the front right corner. However, even those
participants that claimed to have listened for this sound,
reported that it was inaudible during signal conditions.
In the second control condition, when the loudspeaker
on the desk was active, participants were always able to
recognize their position correctly.

In the subsequent questionnaire, participants were also
asked which acoustic attributes they tried to use for
identification. They mentioned reflections, the “di-
rection of the late reverb”, the sound level, or ”how
dry/reverberant or damped the sound is”. Another cue
that appears seems to stem from the directivity of the
source. Pos. 4 was recognized much more frequently
than Pos. 2 and 3, in which the loudspeaker played into
the open room. This indicates that participants have a
notion of directivity and an expectation of its influence.

Furthermore, as in earlier experiments [4], inter-
individual performance differences were large. While the
best participant gave 70% correct answers, the lowest
score was 27%. In fact, these extreme results were ob-
tained by the most and the least experienced participant
respectively, suggesting that task performance might de-
pend on experience, see Figure 5.

Discussion
The performance in recognizing Pos. 4 and 5 shows that
associating the acoustics of a real room with the visual
representation is generally possible. However, it is also
clear that differences in specific reflection that exist be-
tween all positions (incl. Pos 1,2 and 3) could not be
related to the room geometry. An exception might be
found in people that have learned to perform echoloca-
tion, most prevalent with blind individuals. Acquiring
this skill allows them to use mostly self-generated sounds
to identify their environment. It has been demonstrated
that this is even possible in virtual acoustic simulations
[7]. In terms of non specialized listeners and external
sound, a notion of acoustic cognition similar to the one
reviewed in [8] seems to bee most appropriate: during a
short period of sensory memory, attributes are extracted
from the sound and compared to expected qualities ob-
tained from long-term memory.

Conclusion
We presented the virtual blindfold design as a method to
test how well people can associate acoustics with their
positions in a room under realistic conditions. In this ex-
periment, expert listeners where able to recognize some
of the positions, while other positions were harder to dis-
tinguish. The observations that participants were able to
report a wide range of acoustic properties and more expe-
rienced listeners performed the best, highlights that self-
localization based on acoustics is an ability promoted by
expert acoustic knowledge. In the future, the cognitive
mechanisms underlying room memory and room recog-
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Figure 5: Listener experience as sum of years spent with
professional music training, audio engineering training
and academic acoustics against task performance.

nition should be studied further. However, unless new
effects are found that show the necessity of geometrically
accurate 6DoF room rendering, its importance might be
limited.
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