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Abstract

Automatic chord recognition (ACR) is a popular task in
the field of music information retrieval. The available re-
search for ACR tasks indicates that there is less tendency
to work on symbolic data rather than audio data. One
of the main reasons for this underrepresentation is that
there are few symbolic music datasets with adequate an-
notations available. To tackle this issue, it is possible to
use unsupervised techniques on datasets without chord
labels for pre-training generalized input embeddings.

In this paper, we use the Harmony Transformer (HT)
architecture by Chen and Su in its recent version from
2021. We propose to exploit skip-grams of pitches as
an unsupervised embedding technique instead of learn-
ing the input embedding as part of the network. This
improves the HT such that it can make use of the large
amount of unlabeled data. We do our experiments on
Lakh MIDI dataset and also on BPS-FH dataset which
was used in the Harmony Transformer related paper to
compare the results. We also propose to use Explainable
Artificial Intelligence (XAI) techniques to interpret how
the model performs the chord recognition task, for ex-
ample, by identifying prediction-relevant features in the
input data.

Introduction

According to the fact that it is a time-consuming task to
define chord labels for music pieces and that it requires
deep understanding of music theory, Automatic Chord
Recognition (ACR) is widely investigated in music in-
formation retrieval. ACR is a type of sequence labeling
task. It gets a music sequence as an input and assigns a
chord label to each segment of the music piece. But it
is not specified which part of a segment can be accepted
as a single complete chord. Therefore, it is also impor-
tant to define a precise chord segment. In ACR, there are
more research for audio data than for symbolic data. One
of the reason is that there are only a few symbolic mu-
sic dataset available which also include chord labels [1].
Whereas there are some large datasets available without
any chord annotation.

It is shown in [4] that word2vec [12, 13] methods are able
to learn harmonic structure of music. Hence, it is used in
creating chord embeddings for different tasks like music
generation. However, they only use the small datasets
with chord annotations.

In this paper, we introduce our method for computing
chord embeddings based on word2vec methods. We use
the skip-gram [12] model and we train our model on

datasets with and without chord labels. We also pro-
pose a visualisation method to evaluate our chord em-
beddings and we show that our pre-trained embeddings
perform better in representing harmonic content for unla-
beled data. For ACR task, we train the improved version
of Harmony Transformer (HT) [1], in which we replace
its embedding layer with our pre-trained embedding.

Related work

Prior to the emergence of deep learning, in the early re-
search into the task of ACR, the main emphasis was on
extracting precise and robust harmonic features like 12
dimensional chroma feature vector [5]. To obtain infor-
mation about the type of the chord, researchers extended
the feature vector to incorporate bass note [11]. More-
over, Hidden Markov Models (HMMs) were mostly em-
ployed as a generative model to obtain the label sequence
[10].

After the popularity of Deep Neural Networks (DNNs)
increased, different DNN architectures have been used
for ACR task, including Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs). In one
of the earliest studies, a CNN was trained to perform a
major-minor chord classification [7]. An RNN is used in
[8] and predicts chord sequence without their duration
by using a language model with chord progression data.
To complete ACR task, they combined their model with
a chord duration model in [9].

By increasing usage of attention mechanisms in different
domains, three different transformer-based chord recog-
nition have been proposed in recent years: Bi-directional
Transformer for Chord Recognition (BTC) [14], Har-
mony Transformer (HT) [3] and the improved version
of HT [1]. BTC only uses the encoder part of the trans-
former to obtain the long-term dependency in musical
sequences. HT utilizes both encoder and decoder part
of a transformer. Then, the encoder is responsible for
chord segmentation and gives the segments as an input
to the decoder. Based on the segmentation of the mu-
sic sequence, decoder recognises the chord labels. The
HT uses an intra-block intra-Multi Head Attention in
the input of the models for learning localized harmonic
features. It also obtains the adjacent information of in-
puts by using the convolutional Feed Forward Networks
(FFN) instead of the fully-connected FFNs.

Method
According to the promising performance of HT in ACR
task for chord annotated symbolic data, we use the same
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model as our baseline. To make it possible to use large
unlabeled symbolic music datasets, we replace the em-
bedding layer with an unsupervised pre-trained embed-
dings.

Chord Embedding

As word2vec methods have the capability to learn har-
monic concepts of music, we implement a skip-gram
model to create pre-trained chord embeddings as an in-
put for our chord recognition model. We consider each
chord as a word by assigning a chord value to it. As
the first step, we extract the chord track by using MIDI
miner[6] because we only need the chord track of music
pieces. Then, we convert the MIDI file to its piano roll
representation. We convert all pitches to one octave re-
sulting in a chroma vector. Hence, we find all available
pitch classes in a chord. If we consider V; as the chroma
vector, we propose to compute chord values as above:

chord value; = » 2/(if V; =1)

Finally, we have a progression of chord values for each
chord track. After training a skip-gram on this set of
chord values, we have an embedding matrix for chords,
in which vocab size is equal to the number of unique
chord values.

Chord Recognition

We use the HT architecture which incorporates an en-
coder and a decoder as shown in Figure 1. The encoder
performs the segmentation task, so that the defined seg-
ment is harmonically complete. The output of the en-
coder is a binary sequence in which 1 means that the
chord changes and 0 means the segment keeps the same
chord as the previous segment. The decoder performs
the recognition task. Apart from the music sequence, it
also takes the chord segments as an input. At the end,
it predicts a chord label for each segment as an output.

In our approach, instead of giving the music sequence as
an input and train the whole HT, we first train a skip-
gram model and use the pre-trained chord embeddings
as an input.
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Figure 1: Modified Harmony Transformer by replacing the
embeddings with pre-trained input embeddings.

Visualization
To visualize the pre-trained embedding, we use the con-
cept of circle of fifth in music theory. This circle repre-

DAGA 2023 Hamburg

sents a sequence of keys and their root chords in which
neighbour chords are seven semitones far from each other.
Therefore, the closer the two keys are, the more pitch
classes they share in common. To give an example, C
major and G major are neighbors with eleven common
pitch classes. They are only different in one pitch class
which is F for C major instead of F# for G minor. More-
over, each major key has a relative minor key with the
same number of sharps and flats. Accordingly, major and
minor keys can be displayed in a circle of fifth, such that
the relative keys are paired. To illustrate, C major and A
minor are relative major and minor keys with zero sharps
and flats. In Figure 2 we can see the circle of fifth for
major and minor keys.

Figure 2: Similar chords in circle of fifth. The width of the
line shows how harmonically similar the chords are.

We project the similarities of our pre-trained embeddings
to the circle of fifth, to evaluate if it is learning the har-
monic concept of music.

For this purpose, we compute an embedding ma-
trix for chord labels by using the embedding ma-
trix of chord values and its assigned chord la-
bels. There are twelve different roots including
C,C#,D,D# E,F,F# G,G#, A, A#* B and two differ-
ent qualities which are major and minor. Therefore, we
have 24 different chord labels but a large size of unique
chord values. Correspondingly, there is more than one
embedding for each chord label. To get a unique embed-
ding value for each chord label, we compute the average
over the embeddings that are most frequently associated
with the respective chord label.

Finally, we find the two nearest neighbours for each chord
by using Euclidean distance and map them into the cir-
cle of fifth like indicated in Figure 2. Therefore, similar
chords are connected to each other with a line. The wider
the line is, the more similar the chords are in the embed-
ding space.

Experiments

We evaluate our embeddings by training our model on
two different symbolic music datasets, one with and
one without chord annotation. The BPS-FH dataset
[2] includes the first movement of Beethoven’s 32 pi-
ano sonatas with chord annotation. And the Lakh Midi
Dataset (LMD) [15] which dose not include any chord
label.
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Figure 3: Visualization of similar major and minor chords
where black shows similar chords between all major and minor
chords, red shows similar major chords and blue shows similar
minor chords

Embedding visualization

We compute the embeddings for BPS-FH dataset and
we visualize the similar major and minor chords in the
circle of fifth. We also perform the experiments for LMD
and combined datasets that add 20 percent of BPS-FH
to LMD at each time. As we can see in Figure 3, our
proposed embedding can learn harmonic concepts better
when using unlabeled datasets.

We evaluate our experiments once more by visualizing
similar major and minor chords separately, because it is

a common practice like how it is done in [4]. In Figure 4,
similar major chords are shown in red and similar minor
chords are presented in blue.

We also analyse our embeddings with computing the av-
erage path distance between chords. For this purpose,
we define the shortest path between each similar chords
in the circle of fifth visualization as it is shown in Figure
5. Then we compute an average over the whole short-
est path distances between paired similar chords. We
do this analysis for both BPS-FH, LMD datasets and
LMD added by 20 percent of BPS-FH each time. More-
over, we perform this evaluation for similar major and
minor chords separately, similar major and minor chords
jointly and similar major and minor chords jointly and
separately. As similar chords are close to each other in
the circle of fifth, we expect that a good embedding has
a shorter average path distance.

We can see that LMD embeddings have the shortest av-
eraged path distance in similar major and minor chords
separately, and similar major and minor chords jointly.
In the similar major and minor chords jointly, BPS-FH
and LMD have a similar value.
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Figure 4: Average path distance among chords.

After we trained our skip-gram model, we use the pre-
trained embeddings as inputs for the HT. We perform
this experiment for BPS-FH but it is not working better
than the baseline. The test accuracy for the baseline and
our approach is 85.3% and 72.83% respectively. As our
embeddings learn the similar chords better for unlabeled
dataset, we expect that it will have a better performance
for unlabeled datasets like LMD.

Conclusion and Future work

In this paper, we proposed a method to compute chord
embeddings using skip-gram. We trained our model with
two different datasets and also with combinaton of them.
Moreover, we introduced a method to visualize embed-
ding similarity of chords in the circle of fifth. The vi-
sualization shows that our embeddings learn better the
similarity between chords for unlabeled datasets.

We used HT as a baseline for ACR task, but instead of
using their suggested embedding layer, we proposed to
use our pre-trained embeddings. We performed an ex-
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periment for unlabeled data which could not outperform
the baseline. This is a surprising finding. Although the
embeddings appear to be better according to harmonic
similarity it is not yet improving the performance of the
baseline. This opens questions for further research.

We will continue our experiment with large unlabeled
datasets and we expect that for unlabeled data, our ap-
proach will improve the chord prediction accuracy. Also,
we expect that we will need less labeled data for training
the HT.
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