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Abstract 
Most studies investigating auditory attention decoding 
(AAD) rely on audiobooks, mimicking the case of listening 
to someone unknown without any visual information. 
However, in every-day life, congruent additional visual 
information, especially in adverse listening situations, can 
facilitate auditory attention. It is also known that 
expressively presented auditory content is followed more 
attentively than neutrally presented content. Further, 
listening to someone we like is less effortful than to 
someone we rate neutrally or even negatively. Whether 
these findings generalize to AAD is currently unknown. 

Virtual reality environments (VEs) provide a flexible 
opportunity to combine the reproducibility of laboratory 
settings with the complexity of every-day life to investigate 
different listening situations and factors contributing to 
auditory attention. 

In this study, we focus on the relationship between 
likeability ratings of six different speakers and auditory 
attention depicted as cortical speech tracking via mobile 
electroencephalography (EEG). A total of 20 participants 
were presented with audio-visual scenes comprising one of 
the speakers at a time telling stories either with babble noise 
or no additional background noise. In addition, virtual 
speakers were animated based on the real speakers. 
Likeability ratings were obtained for the real speakers via a 
5-point Likert scale. 

We hypothesize a difference in the reconstruction accuracy  
between characters with a high likeability ratings compared 
to characters with a low likeability ratings for the videos 
showing the real speakers, as well as for the videos showing 
the real speakers without sound. We further explored the 
benefits off visual cues on attention. Our results will shed 
light on the ecological validity of VE paradigms and the role 
of the speaker-listener-bonding for cortical speech tracking 
studies. 

Introduction 
We typically interact with other people in multisensory, 
primarily audio-visual intensive environment. Every time 
we want to interact with another person, we pay attention to 
what they are saying. To better understand attention to 
speech, it is interesting to explore, what encourages us to 
pay attention and what discourages us. One major aspect of 
our interaction with another person is how much we like our 
counterpart. We make this judgment within milliseconds 
[1]. 

Attention and likeability have not been in the focus of 
previous audio-visual speech research. Yet there is clear 
evidence that emotional stimuli capture more attention than 

neutral ones [2, 3]. These studies focus on either 
emotionally valent pictures, or faces with emotional 
expressions and therefore do not represent the everyday 
experience of most people. 

Studies demonstrating the effect of emotions on attention 
using videos are very limited. However, there has been a 
model for listening engagement (MoLE) developed [4]. 
This model states that the emotionally-colored experience, 
such as enjoyment, of the listener affects the motivation to 
engage in a story. It has been shown that the enjoyment of 
stories is positively correlated with the absorption of the 
story [5]. This study also demonstrated that expressively 
presented stories are followed more than neutral ones. 

Virtual reality environments (VEs) have been used to 
successfully illustrate a realistic audio-visual environment 
in which participants task performance is comparable with 
task performance in the real environment. This has also 
been proven for virtual speakers in VEs [6]. There have 
been separate studies showing that participants can 
recognize emotions in virtual reality of animated characters 
[7]. The VE used in this experiment has been tested before 
and was used to enable simulating realistic audio-visual 
environments [8]. 

With natural speaker paradigms, cortical tracking of speech 
with mobile EEG has become increasingly popular. An 
increase in attention has been associated with an enhanced 
cortical tracking of the speech envelope [9, 10, 11]. 

This experiment investigates the influence of likeability 
ratings on attention in a VE through cortical speech tracking 
with mobile EEG [12]. Additionally, we explored how 
speech perception can benefit from visual cues. As such the 
study will shed light on the ecological validity of audio-
visual VEs and the role of the speaker-listener-bonding for 
cortical speech tracking. 

Methods 
Participants 
In this study 20 healthy participants were recruited. Data 
from two participants were incomplete and therefore 
excluded from further processing. The age ranged from 22 
to 35 years and had a median of 26 years [22.07., 28.93]. 13 
females and 5 males participated in this study. The subjects' 
native language was German, or German was learned in 
early childhood. Furthermore, they had self-reported normal 
hearing and normal or corrected-to-normal vision. 

Stimuli 
There were 18 different videos with six different speakers. 
Each video lasted between 180 and 600 seconds. The order 
of the videos was randomized across participants. Half of 
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the videos had background noise included. In videos with 
background noise, the speaker had also listened to noise 
while the videos were recorded. 

The stories told by the speakers were not scripted and were 
cut down from a longer recording session. 

Audio-visual scenes comprised one out of six speakers at a 
time telling stories either with babble noise or no additional 
background noise. Videos showed real speakers or their 
virtual avatars with visible lip movement or a masked 
mouth. Additionally, unisensory auditory and visual 
modalities were included.  
Modalities changed in a pseudo-randomized order every 30 
s while the stories' content was ongoing.  
For this study, we compared the following modalities for 
the less likeable character with the other five very likeable 
characters: 

 audio-only 
 video-only showing the real speakers or the virtual 

speakers 
 audiovisual showing the real speakers or the 

virtual speakers either with an established lip 
simulation algorithm based on a simple vocal tract 
model [13], or a new image-based DNN algorithm 

Questionnaires 
The participants filled out a questionnaire about the content 
of each video, their level of exhaustion, their level of 
tiredness and a questionnaire about the likeability of each 
speaker. The likability rating consisted of 3 different 
questions (“Wie sympatisch war die Person?”, “Wie 
natürlich kam die Person rüber?”, “Wie gut konntest du den 
Stories folgen?”, “How likeable was the person?“, “How 
natural did the person come across?“, “How well could you 
follow the stories?”) with a 5-Point Likert Scale. 

Virtual environment 
The VE in the lab was created with the open-source 
software toolbox TASCAR. It can implement a real-time 
low-delay high-quality interactive audio rendering 
environment [14]. 

The participants were seated approximately 174 cm in front 
of a 300-degree projection screen. The distance was 
measured from the center of the head and was kept constant 
over all participants. The distance was the same towards 
each part of the projection screens. The VE was dark except 
for the light reflection of the screen. The speech signals 
were produced by a single loudspeaker at the position of the 
face of the stimuli, behind the acoustically transparent 
screen. The background noise sound was produced by 16 
full-range loudspeakers arranged in a circular array and 
positioned behind the screen. 

EEG recording and analysis 
The EEG data were recorded with a mobile EEG cap system 
(SMARTING, mBrainTrain, Belgrade, Serbia) which 
recorded from 24 scalp sites using sintered Ag/AgCl 
electrodes with FCz as ground and AFz as reference 
(Easycap, Herrsching, Germany) and mounted with a 
mobile EEG amplifier. The EEG data and the motion sensor 
signals were transmitted via Bluetooth to a recording PC 
positioned outside of the VE. 

The EEG data were preprocessed with the EEGLAB 
toolbox Version 14.1.1 [12] for MATLAB (Version 9.3; 
MathWorks, Natick, MA, USA). The preprocessing steps 
followed the study by Daeglau et al. [15]. 

For the reconstruction of the speech envelope from the EEG 
data the mTRF toolbox [16] was used. The envelope 
reconstruction followed the steps from the study by 
Puschmann et al. [17]. 

Results 
Character Ratings 
Figure 1 shows the average character ratings over all the 
participants for the question “Wie sympatisch war die 
Person?” (transl.: “How likeable was the person?”) on a 5-
Point Likert Scale. 

Figure 1 Average rating of the characters on a 5-Point Likert 
Scale, in green the less likable character and in red the very 
likable characters 

Audiovisual envelope tracking results 
A one-tailed paired t-test was performed to compare the 
mean speech envelope reconstruction accuracy of the less 
likable character and the very likable characters for the 
audiovisual condition (Figure 2). There was a significant 
difference rz between the less likable character (M = 0.0054, 
SD = 0.0018) and the very likable characters (M = 0.0105, 
SD = 0.0007) (t(3) = -8.29, p = .004, Bonferroni corrected) 
for the first time window (140-187ms). For the second time 
window (250-296ms) there was a significant difference rz 
between the character the less likable character (M = 
0.0003, SD = 0.0016) and the very likable characters (M = 
0.0207, SD = 0.0046) (t(3) = -10.65, p = .002, Bonferroni 
corrected). 

 
Figure 2: The mean speech envelope reconstruction accuracy rz (± 
standard error of the mean) for the less likable character and the 
very likable characters for the audiovisual condition (**; p < .01). 
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Video only envelope tracking results 
For the video only condition, a one-tailed paired t-test was 
performed to compare the mean speech envelope 
reconstruction accuracy of the less likable character the very 
likable characters for the video only condition (Figure 3). 
There was no significant difference rz between the less 
likable character (M = -0.0036, SD = 0.0063) and the very 
likable characters (M = 0.0012, SD = 0.0008) (t(3) = -1.50, 
p = .231) for the first time window (140-187ms, Bonferroni 
corrected). For the second time window (250-296ms) there 
was no significant difference rz between the less likable 
character mean likeability (M = -0.0068, SD = 0.0070) and 
the very likable characters (M = 0.0020, SD = 0.0012) (t(3) 
= -2.84, p = .066, Bonferroni corrected). 

 
Figure 3: The mean speech envelope reconstruction accuracy rz (± 
standard error of the mean) for the lowest and highest rated 
character for the visual only condition (ns; p > .05). 

All modalities envelope tracking results 
A one-way ANOVA was performed to compare the effect 
of the visual conditions on rz (Figure 4). For the first time 
window (140-187ms) a one-way ANOVA revealed that 
there was a statistically significant difference for rz between 
at least two groups (F(2, 9) = [102.8], p < .001). A Tukey’s 
HSD test for multiple comparisons indicated that rz was 
significantly different between the video only and audio 
only conditions (p < .001, 95% C.I. = [-0.019 -0.011]) as 
well as between the video only and audiovisual conditions 
(p < .001, 95% C.I. = [-0.023, -0.015]). There was no 
statistically significant difference between audiovisual and 
audio only conditions (p = .053). For the second time 
window (250-296ms) a one-way ANOVA revealed that 
there was a statistically significant difference for rz between 
at least two groups (F(2, 9) = [56.41], p < .001). Tukey’s 
HSD Test for multiple comparisons indicated that rz was 
significantly different between the video only and audio 
only (p < .001, 95% C.I. = [-0.028 -0.015]) as well as 
between the video only and audiovisual (p < .001, 95% C.I. 
= [-0.030, -0.016]). There was no statistically significant 
difference between audiovisual and audio only conditions 
(p = .861). 

Figure 4: The mean speech envelope reconstruction accuracy rz (± 
standard error of the mean) for the audiovisual (AV), audio only 
(A) and video only (V) condition (***; p < .001).

Discussion 
The study investigated the influence of likeability ratings on 
attention in a VE through cortical speech tracking with 
mobile EEG. An influence was confirmed for the 
audiovisual condition but not for the video only condition. 
The study also investigated whether visual cues are 
beneficial for attention to speech. As predicted, we found 
better AAD for audiovisual and audio only stimuli in 
comparison to video only stimuli. 

There was a significant effect of likeability on attention 
though speech envelope tracking for the audiovisual 
condition. It could have been that the effect was driven more 
by the content of the stories or the voices of the speakers 
rather than the likeability of the characters. More likely this 
finding indicates that the evaluation of our counterpart and 
how much we like them, influences how much attention we 
pay to them in everyday life. This is consistent with 
previous research [2, 5], which demonstrated that emotional 
as well as expressively presented stories should capture 
attention more.  

For the video only condition, we did not observe an 
influence of likeability on speech envelope tracking. This is 
in contrast to previous research [2], which indicated that 
emotional stimuli, even without sound should capture more 
attention than neutral ones. The findings may imply that 
speech has a major influence on the likeability ratings of the 
characters or even the stories themselves. Nevertheless 
every character told two different stories to try and get a 
mixture of different stories and to not get the listeners biased 
for the stories. 

It should be noted that the likeability ratings for the six 
characters used in this study were rather similar. Five out of 
the six characters were rated as very likeable and only one 
character was rated as much less likeable. Future research 
should use stimulus material covering a larger range of 
likeability ratings to better address the influence of 
character likeability on speech envelope tracking. 

There was a significant effect of the video conditions on 
attention through speech envelope tracking. However it was 
only shown that there was a significant difference between 
the audiovisual and video only as well as between the audio 
only and video only condition. This partially supports the 
findings from previous research [17] which found that there 
was a significant increase for the audiovisual condition 
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compared to the audio only and visual only condition. This 
suggests that the additional visual input did not aid young, 
healthy participants paying more attention to the stimuli as 
it was the case in a previous study with elderly hearing 
impaired [17]. 

Our results add to the claim [8] that complex experiments 
regarding audiovisual attention can be conducted in VE. 
Future studies should use different characters representing 
a larger range of likeability to further our understanding of 
the role of engagement on speech processing. 
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