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Introduction
Classical search interfaces based on keyword search and
result lists (e.g. Google, Bing or Ecosia) are well suited
for users who know what they are looking for. However,
unlike keyword-based search, the goal of exploration is
not just to present relevant or related items, but to al-
low the user to learn about the information space and
its properties (cf. [1]). List-based interfaces with key-
word search are of limited use when the volume and va-
riety of items and metadata seem overwhelming. In con-
trast, exploratory information retrieval systems should
support users with vague or evolving information needs
[7]. For example, two-dimensional search maps of items
can be useful as they convey information about the gen-
eral structure and scope of a collection (cf. [10, 5, 6, 7]).

The Search Map
Low et al. propose a two-dimensional search map inter-
face. It gives the impression of panning a global map of
images [5], movie items [6] and scientific papers [7] by
aligning inexpensive small maps showing local neighbor-
hoods. By selectively jumping from one neighborhood
to the next, the user is able to explore the entire item
collection. The approach is intended to transfer knowl-
edge about the content and relevance of individual items
from one local map to the next. Grouping by similarity
would help to assess the relevance of entire clusters once
the relevance of a few representative items is known [6].
Furthermore, incidental discoveries would be more likely
than standard browsing [6]. The prototype in [6] was
modified and extended in [8] to a more interactive and
global approach.

Designing interfaces for exploratory search is challeng-
ing, particularly in cases where the item feature space
is very high-dimensional (cf. [7]). High-dimensional fea-
ture spaces make it difficult to display on a computer
screen. To visualize similarities, the features are there-
fore reduced and projected into a two-dimensional dis-
play space. Hereby, the neighborhood relationships in
the high-dimensional space must be preserved in the pro-
jection so that the user can perceive the similarity eas-
ily. While different dimension reduction techniques ex-
ist such as Self-Organizing Maps (SOMs) [3], Principle
Component Analysis (PCA) [2], Multidimensional Scal-
ing (MDS) techniques [4] and Autoencoders [11], none
of the aforementioned fully preserve the structure of a
collection with more than two dimensions.

Venna and Kaski [12] introduce a measure of trustwor-
thiness and continuity. A search map is fully trustwor-
thy if the closest neighbors of an item in display space
are also neighbors in original space. A map is fully con-

tinuous if all neighbors in original space are visualized
in display space. However, to the best of our knowl-
edge, none of the dimensionality techniques and two-
dimensional search maps are able to fully satisfy trust-
worthiness and continuity. Therefore, we pursue the idea
of enriching a search map with an audible guidance tech-
nique in a large virtual environment instead of trying to
mitigate dimensionality reduction errors.

We introduce the concept of “audible landmarks”, which
are sound cues that guide the user’s attention to relevant
items or clusters in the search map. The audible land-
marks aim to facilitate the exploration and navigation of
the search map and increase the user’s confidence and
satisfaction with the results. “Audible landmarks” adds
the perspective of explainable Artificial Intelligence (AI)
in search [18], where explanations support users to gain
trust with “AI black box” systems. We present a concep-
tual system approach for audio-visual guidance of atten-
tion in a search map, which consists of three main compo-
nents: a 360° virtual reality (VR) environment that dis-
plays the search map in a spherical layout, a spatial au-
dio representation that assigns sounds to individual items
and clusters based on their attributes and positions, and
a sonification algorithm that controls the playback and
mixing of the sounds according to the user’s actions and
preferences. We discuss the design considerations and
challenges of our approach, as well as some possible appli-
cations and future directions. Our approach is motivated
by the following research questions.

Research Questions
1 Are users more successful with audiovisual guided

exploration than with visual guided exploration?

2 Do users prefer audiovisual or visual guidance?

3 Does a user’s exploratory behavior differ between
audiovisual and visual guided?

Technical Realization
We reduce the high-dimensional item feature space of
a movie collection by learning a variational autoencoder
network and use the latent space as new, two-dimensional
information space [8]. Items are shown as gray semi-
transparent disks on the search map. A selection of items
is visually represented by thumbnails. The selection al-
gorithm uses stream sampling that maximizes the mini-
mum distance between thumbnails [9, 8]. One of the main
challenges of our approach is to create a plausible acous-
tic representation of the individual items in the search
map in VR. To achieve this, we use UNITY as a devel-
opment environment. We use a map projection method
to transform the flat search map, which is optimized for
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Figure 1: Example search map from a movie database as seen in a virtual reality application. In this example loudness of the
items is adjusted according to angular difference between head pose and item direction.

a screen projection, to display it on the inner side of a
sphere. For our project, we use an azimuthal equidistant
projection, which preserves distances from a chosen cen-
ter point. This projection also minimizes distortion near
the poles. The map itself is limited in its vertical extent
to approx. +/-30° viewing range of the user.

In its horizontal extension it is limited to approx. 270°
viewing angle. On the one hand, this serves to support a
more comfortable head rotation range of the user during
the search task. On the other hand, it is intended to
prevent the ends of the map, which does not rotate in
itself, from coinciding.

To enhance the functionality of our application, we also
implement spatial audio objects on the characteristic
items (movie pictures). Spatial audio is used to create a
sense of direction, distance, and depth for sound sources
in space. We used spatial audio objects to attach sounds
as landmarks to specific locations and items on the map.

Figure 1 shows an example visualization of a search map
as seen by a user wearing a head-mounted display. The
user is surrounded by the map and visually and acous-
tically explores the search items. Different acoustic ma-
nipulation can be realized to support the exploration of
the map, as described in the following section.

Two different spatial audio auralization approaches are
under investigation: A) Google Resonance Audio SDK
[15] and B) pyBinSim [16]. Google Resonance Audio
SDK is a plugin for UNITY [17] that provides spatial
audio features such as binaural rendering, occlusion, and

source directivity. pyBinSim is a Python-based tool that
allows real-time binaural rendering of dynamic scenes us-
ing binaural room impulse responses. Both methods al-
low us to place sound objects at any distance and direc-
tion. Solution A) is better suited for distribution and its
more efficient in terms of resources. However it only relies
on simulated room acoustics and there are only limited
options to control the auralization (such as head-related
transfer functions and headphone compensation filters).
Solution B) gives us better control of such parameters
and enables us to create acoustics of real rooms, how-
ever its more a research tool and not suited for software
distribution.

To evaluate our application, we implement user inter-
actions and behavior measurements using pointing and
tracking. We want to measure user behavior by record-
ing head pose direction, reaction time, and subjective
feedback.

Acoustic Manipulations for Exploration
Support
To enhance the user experience of exploring virtual
search maps spatial acoustic manipulations are applied.
The system dynamically adjusts the loudness, directiv-
ity, and reverberation of audio objects based on the head
pose of the user regarding the individual items in the
search map. The system aims to create an intuitive and
plausible auditory scene that supports awareness of the
items and exploration in the search map. For this differ-
ent acoustic manipulations are applied:
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Loudness manipulation - The volume of each audio
object is adjusted according to the angle difference be-
tween head orientation and item direction. Item closer
to the current head orientation are louder than others.
With the availability of eye tracking data, this modifica-
tion can be coupled with gaze direction, too.

Directivity manipulation - Depending on the direc-
tion of the user’s head-pose to the audio objects, the
object’s volume is adjusted frequency dependent. This
can be done by mimicing the directivity of natural sound
sources in an opposite manner. With increasing angle
distance, high frequencies are attenuated first and in the
following also middle to lower frequencies. This approach
can be seen as a extension of the loudness manipulation.

Reverberation manipulation - To create a spatial au-
ditory impression, reverberation is added for each au-
dio object. Different approaches are under consideration.
Similar to the “directivtiy manipulation”, objects which
have a greater angle distance could be rendered more re-
verberant. This is to create a better spatial localization
of the objects and an environmental context. Another
approach is to assign a certain reverberation characteris-
tic to groups of objects. The idea is to put similar items
in the same acoustic room and thus provide some classi-
fication for the user.

The intended manipulations must be evaluated in a fu-
ture user study. The efficiency of the search task as suc-
cess yes/no, the time to complete the task, a visualization
of the head pose during the search task (heat map) and a
questionnaire to query the preferred method are used as
test criteria. We suppose that our approach significantly
improves the user experience of exploring search maps
through acoustic manipulations. The study itself is not
part of this paper and will be conducted separately.
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