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Abstract

In this paper we derive a physically motivated approach to handle the simulation of moving sound sources and
receivers including phenomena such as the Doppler effect in audio signal processing by using the concept of
retarded time in a very rigorous way. After recapitulating the physical basis of moving point-like sound sources
and receivers we derive an alternative formulation of the received signal based on superposition of Green’s
functions and transfer it to a system theory point of view. A first proof of the validity of this formulation is shown
for continuous-time systems. Afterwards we consider a discrete-time implementation and reveal the strengths
and the limits of this approach. Finally a binaural receiver is added to the model. The proposed formulation is
anchored on a physical basis and therefore it handles physical effects inherently. Beside the correct reproduction
of the Doppler frequency shift it also includes the physically attested amplitude shift and further phenomena.
Nevertheless the specific implementation for discrete-time signal processing can be challenging. We present a
possible implementation and verify some simulation examples against physically predictable features. It turns
out that the results of the presented approach and the physical prediction match with high precision.
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1 INTRODUCTION

Virtual acoustics is a key feature in virtual reality and multimedia applications [!] and has been investigated in
the past years in various ways. For the directional listening with headphones the use of head-related impulse
responses (HRIRs) is the state-of-the-art technique [2] although there is still much ongoing research in this
field. The theory is well known for static scenes, where sound source and receiver have static positions and
orientations and, therefore, the distance between sound source and receiver can be described as a delay-line and
amplitude attenuation. Furthermore, many approaches have been presented how to handle motion of source and
receiver. The dynamic or time-varying acoustic environment, however, exhibits a number of sound features that
require particular care, e.g., Doppler shift, amplitude modulation, or spatial mislocalization of sound sources.

To address dynamic virtual acoustic environments there are phenomenological approaches which try to mimic
physical features without calculating the whole true physical process and, on the other side, physical simulations
of the whole acoustic field which suffer from a very high computational effort. The first kind calculates expected
features such as Doppler shift or time delays and mimics it, e.g., by fractional delay lines that cover only a part
of the physical truth [10, 11, 3, 5, 4]. The second kind uses comprehensive simulations of the acoustic field,
e.g., by boundary elements methods [7] but is limited due to high computational effort.

The presented approach is positioned inbetween as it derives a point-to-point description for moving sound
sources and receivers from a deep physical starting point. In contrast to work such as [8] where an analytically
calculated transfer function based on the physical basis is used for the inverse process, our approach starts at a
more basic level of physical description. The desired physical phenomena, such as the Doppler shift, amplitude
shift, or further small nonlinearities, are thus generated inherently. Basically the derived description is grounded
on a rigorous utilization of the concept of retarded time. In [12] it is shown that already pure azimuthal binaural
rendering with constant distances benefits from this treatment of retarded time. Nevertheless, in this paper, the
concept is derived from a more fundamental physical basis and also radial velocities are considered.
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Figure 1. Sound source moving along the €; axis, according to [9].

2 SOUND FIELD OF MOVING SOUND SOURCE AT MOVING RECEIVING POINT

In a first step we review the physical description of a moving sound source. In particular we will constrain
ourselves to point-like sound sources. We start with static source and receiver positions and follow [9] defining

a velocity potential y by '3—;" = —poV; where pg is the static pressure, and Vv; is the sound particle velocity in
the i-th spatial direction. Thus, according to linearized acoustic Euler equation,
dy
i 1
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is the sound pressure. We define the sound source by a rate of mass flux ¢(¢). In a scene with a statically
positioned source g(¢) at the origin of the coordinate system we get the non-homogeneous wave equation
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where ¢ is the speed of sound and O(x;) is the spatial delta distribution. The solution is given by

gl — r/c)
V=T r=n\/x7+x3+x3. (3)

Now we move the source with the velocity v along the ¢€j-axis as visualized in Fig. 1. Therefore we get

1 92
<A_c28t2) v =—q(t)0(x1 —vt)8(x2)0(x3). ()
Morse and Ingard [9] obtained, using Lorentz transform and multiple substitutions, the solution
t—R/c
v q(t—R/c) )

~ 47R(1—McosH)

where R is the distance between emission point Xs(7) at retarded time T =7 —R/c and receiving point X, () of
the sound received at time ¢. The angle 6 is visualized in Fig. 1 and R has been found to be

M(x) —vt)+ \/(xl —vt)2 + (3 +x3) (1 — M?)
1—M? ’ c

R= (©)

2.1 Alternative way of the solution

For a more general trajectory of the source (and receiver) we now choose another description. The solution to
the non-homogeneous wave equation for acoustic waves

1 9? B
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with a given point-like source in space and time is Green’s function

1 8(r—1x/c)

For a source distribution with only a single point-like source () positioned at ¥(¢)

OF,1) = q(1)8(¥ = %s(1)) ©

we can get the velocity potential at receiving point X, as superposition of elementary solutions by

—»

y(E.1) //G —X,1—1)Q(,7)d3%dr = //q qx; D §(—1—[f,—7/c)dFdr  (10)

Y s %
_4n/\fr—fs(r)|5(t T— % —%(7)|/c) dr. (1

This new description potentially can be used with arbitrary trajectories. For first verification we apply ¥s(7) =

v1é; and compare the result to (5). The argument of the delta distribution is t — 7 — \/ (X1 —vT)? —ﬁ—x%z +xi3 /c

which has its root at T =t —§ with R as defined in (6). Due to the derivative of the argument of the delta

distribution £ (1 — 7 — \/ (xr1 —vT)? +x%, +x23/c) = 1 —Mcos(0) we get during the integration an additional
factor of 1/(1 —Mcos0) and therefore the result
| g—R/o)

W(fr,f)zam (12)

is indeed equal to (5).

3 SYSTEM THEORY POINT OF VIEW

In the next step we transfer (11) into a system theory context. We absorb all constants in 7y and therefore

) - =
t :/ﬁétfr—xrt—x,r c)g(t)dr (13)
) |x,(t)—xs(1')| ( | () ‘( )|/ )q( )
where we consider now ¢(¢) to be an input signal to our system and y(¢) to be the output signal at position
%(¢). Thus, we can identify a time varying, i.e., -dependent, transfer function as

o - -
h(X,X%,0,7T) = =———————06(1—|X.(t) = Xs(t — T)| /). 14
( ryvs ) |xr() X‘q(l‘—f)l ( | r() S( )|/ ) ( )
When we start with a sound pressure signal s(¢) which was measured with a microphone in a stationary case
and, therefore, was achieved by differentiating a velocity potential by time, we have vice versa to integrate
s(t) over time to get a mass flux equivalent g(¢). The resulting sound pressure p(t) is achieved by a final
differentiation by

a) = sz, pl=3. (15)

3.1 Proof on specific example

We shall confirm that the proposed approach leads to reasonable results, especially that this approach reproduces
Doppler effect and amplitude modulation inherently. We therefore do an explicit calculation of a moving source
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Figure 2. Visualization of the tested scene.

and receiver along the first axis of the global coordinate system. The sound source is given by s(¢) = sin(wyr).
The receiver moves with velocity v, starting at x;o and the source moves with velocity vy starting at xs0 =0 as
visualized in Fig. 2. We further restrict to x,(f) = vt < x.(f) = xr0+v,t. The output signal received at x, is

plt) = %/$5 (r . W"(T”) /s(f’)dr'dr (16)
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The root of the delta distribution argument 7, = (t% — X‘L—O) c_"vs, called “retarded time”, is the emission time

of the sound received at time ¢ and therefore |x.(f) —x;(7)| is the distance between emission and receiving
point of this sound part. The first of the two terms in (18) equals the results in [9] if we choose v, = 0. The
second term is decreasing with 1/R? and rather small and therefore not further considered. Nevertheless the
presented approach also recovers these non-linear effects. This second term differs a bit from [9] which can be
explained by a mistake found in [9]. In [9] the second term of 11.2.15 has to be %% due to the
outer derivation, and this coincides with (18).

Having a deeper look at the first term of (18), we see the sound pressure is by a factor (c+v;)?/(c—vy)? larger
for a sound source moving towards the receiver compared to a sound source moving away from the receiver.
This amplitude factor is known in literature [9] and reproduced by the presented calculation. An even more
commonly known phenomenon is the Doppler-shift. If we differentiate the phase of the sine in (18) we get

d c—Vy
—@WT = Wy (19)

dt c— Vg
which is the Doppler shift as expected.

3.2 With binaural receiver

As the human ears are no point-like receivers we have to consider their characteristics. Usually this is done by
an HRIR ﬁ17,(6,¢,1) depending on the relative angular position, given by azimuth ¢ and elevation 6, of the
source in the head coordinate system. For a scene with the position X, and orientation (e.g, given by a triple of
Euler angles @,) of the receiving head and the position X; of the point-like source we can calculate the relative
angles ¢ and 6. Instead of denoting the HRIR with relative angles we can also denote the relative orientation
of the source by absolute positions and orientations with izl,,(e,q),r) = 7117,()?,, 0y, %, 7). As the HRIR describes
the difference between a fictional point-like microphone in the center of the head and the signals at the ears we
can describe the whole transfer function from source to binaural receiver as

b (T) =l (6,0,7) % h(Z, %, T) = hy (3, Oy, Xy, T) % (X0, X5, T) - (20)

For treating time-varying scenes we associate the position and orientation of the receiver (i.e., X, &) with
the receiving time ¢ and the position of the source (i.e., X;) with the emission time 7, in analogy to (13).



This approach has been presented and validated in [12], although we have to admit that the difference between
velocity potential and sound pressure was not taken into account in [12]. The binaural received velocity potential
is then given by

Vi (0) = [ BE0).502) 00 (0), B 1), 5 (9), (¢~ 7) — 7)g (1) dey e
:// ma(n () — (D) N ha (B (1), 8 (1), %o (), (¢ — T) — 1 )g(7) doy de
:/ %hl,r(fr([)v ar(t)v;és(f)a (t - T) - |fr([) 7)_6'\(7)|/C)q(7:) dT' (21)

[%(1) = X(7)/r0

By choosing a unity transfer function for the HRIR, i.e., fi;,(8,6,7) = §(7), it reverts to (13).

4 DISCRETE SOUND SCENE RENDERING

The next step is to transform (21) into a discrete form to use it for digital sound rendering. We denote discrete
sampled signals with square brackets like y[k] = y(kT) with discrete-time index k and sampling time 7. Thus

=Y @K, K], [k, (k— k)T — [%.[k] — 5 [x]]/c)qlx]-
_;Rr[k]—}?y[l(”hl’r( r[k], 0 [k], ¥is[K], (k — )T — |%;[k] — ¥s[«][ /c)g[K] (22)

There are now some obstacles to overcome:

e The limits for k¥ range from —oo to oo, which means infinite computational effort.

o (k—x)T — |X.[k] —¥[x]|/c is in general not an integer multiple of T, so that we cannot simply make use
of a discrete sampled version of 7 .

To overcome the second issue we have to temporally interpolate the discrete HRIR for a given orientation

By [%,[k], 8- [K], ¥s[x], -], shortly denoted by A Jel-] or hy),(+), respectively. As an optimal interpolation we use
h Z hyelxsi(xk —t/T) with si(x) = sin(7x) (23)
l/r l/r R

where N is the order of the discrete HRIR-filter. As a result we get

-
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At this stage we would have to sum over all possible k, meaning over the whole input signal. Especially we
would have to do this N times for every output sample. This could be very time consuming and would result in
an infeasible problem for continuous audio rendering. One approach to overcome this is to chose an interpolator
with finite size which we will later denote by I(-) instead of si(-).

4.1 More efficient concatenated processing

For more tangible processing we rely on (21) and have a closer look at (14). The impulse response is only
non-zero if the argument of the delta distribution is zero and, thus, we can find a unique mapping from ¢ to 7
and vise versa as long as the velocities are lower than the speed of sound. In other words, this is a mapping
between emission time T and receiving time ¢ of a distinct sound event. In (17) this mapping from ¢ to T for
example is done by the definition of 7,. We denote the general mapping from 7 to T as T =o(t) where o stands
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Figure 3. Measured amplitude and frequency of received signals, simulation vs. expectation, w = 100.

for originating. Therefore we can write (21) as
Vi 0) = [ HGE0.50(2) = 1) = 2 (5:0). 8 (1).50(2),7)a(2) do e
= [ | [ 0500, 0= ) = St ae |y (00,8010 50 - ). 1) 0

—/wm E— T )by (1), 8 (0), i (0t — 1)), 71) 25)

This describes a subsequent binaural rendering of a mono distance-rendered signal with a retarded source posi-
tion. Thus, in a first step we render the mono sound and simultaneously save the emission time for each output
sample and do a simple binaural rendering of the mono sound using a source position that belongs to this saved
retarded time in a second step. The binaural rendering part in the discrete case is then given by

er Zhlr|:xr ay ] S[O[k—f]],g}lllm[k—f]. (26)

For the radial (distance) rendered part we can set fi , [X}[k],&,[k], ys[K],m} = 6[m] in (24) and get

9= S (o0 -0 o o7

where we use a finite interpolator I(-) with one-sided width w. Thus, the interpolator has to be evaluated only
for k in the range

|fr[k] _?S[K}|

—w<K—k—
Tc

<w. (28)

As an additional, external step, we need a discrete integration to get g[k] from s[k] and a discrete differentiation
to get p[k] from y[k]. In a first test this is done by first order integration and differentiation as
qlk+1] = qlk] +s[k]/T and plk+1] = (ylk+1] = w[k])/T. 29)

For continuously operating systems an additional anti-windup in the integration can be useful.
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Figure 4. SNR between simulated and predicted signal for various source velocities and window-width w,
performance of full processing and inner time-retardation step compared.

5 EXPERIMENTAL RESULTS

The evaluation of the whole system consisting of radial and binaural part is quite complicated due to the absence
of a ground-truth reference signal. We implemented the whole processing including the binaural receiver using a
continuous-azimuth representation of the HRIR as described in [13] for motions in a 2D plane. Some examples
were rendered, e.g., a passing ambulance that sounded plausible.

A way to evaluate the proposed method with objective measures is the comparison of physically expected
features with the simulation results. Although it tackles only the part in (11) without the integration and differ-
entiation steps, for the angular part we have done such comparisons in [12]. Thus, below we concentrate on the
evaluation of the radial part. A verification of the continuous-time calculation was already done in the sections
before. Therefore the numerical implementation is left for evaluation in this section. For the radial part we
know the results for frequency and amplitude shift in theory. We consider a scene as shown in Fig. 2 with a
1 kHz sine as source signal. For this scene we know the frequency shift is given by Wpgppler = W=~ and the

c—Vg
amplitude shift is given by Agy, = Ao Ei‘:vj)’g The results for various M = v/c for independent source or receiver

motion is shown in Fig. 3. We see that the numerical simulation meets the physical expectation very well.

For the radial part we can furthermore predict the received signal for the given scene by (18). We use a
moving source in this case with various M = vs/c and compare the numerically simulated signal with the
Z(Llsimuzl:(i:zdr;zlzzdicled)2 and show
the results in Fig. 4a. The simulation was done for the window-widths w = 10;100;16300. We see that the
full processing suffers from higher velocities. Therefore we separated the time retarding part (11) from the
integration and differentiation and plotted the results of inner step (27) additionally in Fig. 4a. This part delivers
constant performance over all velocities and therefore the deteriorating effect for larger velocities is caused
by the implementation of integration and differentiation. When we use a more sophisticated integration and
differentiation Fig. 4b shows an improvement in performance. Here we used g[k] = glk— 1]+ (s[k] +s[k—1])/2
and an 8th-order central finite difference for differentiation. It should be noted that the SNR is a very rigorous
measure as also small phase-shifts would dramatically affect it, even if they are non-audible.

predicted one. Therefore we calculate an waveform distance defined by SNR =
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6 CONCLUSIONS

In this paper we introduced a new approach to handle moving sound sources and receivers within virtual acous-
tic environments. The presented approach is positioned between phenomenological approaches which try to
mimic physical features without calculating the whole true physical process and, on the other side, comprehen-
sive physical simulations of the whole acoustic field which suffer from very high computational effort. In this
paper we derived a description for moving sound sources and receivers from a deep physical starting point.
Therefore, our approach handles many physical phenomena, such as Doppler shift, amplitude shift, or further
small nonlinearities inherently. We showed the reproduction of these effects in theory and in numerical simu-
lations. This paper is meant to introduce this kind of description for advanced binaural rendering in a general
way. Further improvements in the numerical implementation are possible, e.g., by more sophisticated interpola-
tion algorithms [6] or better integration and differentiation techniques.
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